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About This Manual

This manual describes how to access and use the browser-based interface
version of SANWatch software suite for EonStor, EonStor DS, ESVA, and
EonServ series.

For the following subjects, consult other resources for more information:

>

Desktop software application version of SANWatch: Consult the SANWatch
manual version 4.x or earlier.

Components that are not user-serviceable: Contact our support sites.
Hardware operation: Consult the Hardware Manual in the CD-ROM.

Version 5.0

Initial release for the browser-based interface version of SANWatch.

Version 5.1

Updated contact information

Version 5.2

Added Data Replication
Added Storage Tiering

Version 5.3

Updated descriptions to match GUI

Version 5.4

Added SANWatch installation

Version 5.5

Y VYV

Incorporated and updated ESVA user manual contents

Rearranged chapter order

Added new features: SED Security, Storage Tiering enhancement, Host
Channel Group enhancement, etc

Version 5.6

Y V V

Added new feature: SSD Cache Pool
Added firmware update
Added miscellaneous notes and warning information

Version 5.7

YV V V V

Removed Load Balancing related information
Added reserved IP information

Added description for converged host board
Added notes regarding EonServ models

Version 5.8

Y VYV

Removed Installing EonPath (Multipathing) Driver
Added Working with Multipath
Added Eonpath limitation — only for Windows server 2003 & before
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Version 5.9 Added compatibility notice of disk roaming and remote duplication.
Updated language, system tab, Ul, etc.

Version 6.0 Updated link to Oracle SQL utility
Updated links to Link Activation and Provisioning and reserved space

Version 6.1 Added InfiniBand channel configurations
Updated the installation folder name in the installation CD

Version 6.2 Updated the section Exporting System Settings
Add the section Creating a Logical Volume with RAID Level 30/50/60
Correct that Thin Provisioning is available with standard license (no need for
advanced license)

Version 6.3 Updated license related procedures

Version 6.4 Update Data Replication

Version 6.5 Updated Logical Volume

Version 6.6 Updated Appendix

Version 6.7 Updated Summary of System Configurations; Adding a Host; Data
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Introduction

Introduction

[EL Device List | Name ~ ‘ Status « ‘ System Performance ‘ M capaci
Default Group tb d L 0 pacity
= DS 3024 CPU: 0% Read: 0.00 MB/s Free: 0 MB Total .13 TE

DS 3024RTEB OK ||
== 0 Memory: 0% Write: 0.00 MB/s Usage PR 'y T

Add Device Remove Device
Add a device using its IP address or host name Remove a device from the list

Auto Discovery 4 #ou Quick Setup for New Device
Discover all devices that are connected to this server via f@ Discover and configure a new device through this step-
in-band or out-of-band connections. by-step setup wizard

£ Edit Group
L 4 Group devices together to simplify device management.

SANWatch Browser Interface is the proprietary software suite for the Infortrend storage systems.
SANWatch can be accessed through a web browser as long as both the computer and the subsystems
are online. You are no longer required to install complex desktop application to your local computer:
everything is always available over the network.
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Connecting SANWatch to Storage Subsystems

SANWatch, storage subsystems and the host computers can be connected in
either in-band (connection through host links) or out-of-band (connection
through LAN management port). Because SANWatch is web-based, you may
access the GUI from anywhere on the network. The flexible connection
schemes allow you to manage SANWatch according to your needs and system
configurations, notably the following two factors:

» Local management vs. Remote management
» Full configuration vs. Monitoring & notification

Elements of a Storage Subsystem Network

Storage
Subsystems

A storage subsystem refers to a hard drive array (RAID subsystems + JBODS).

Host Computer

The host computer refers to the computer to which the storage subsystem’s
host links are connected.

Remote Computer

The remote computer refers to a computer on the network to which the host
computer is connected via LAN.

In-Band In-band connection refers to the host computer and the storage subsystems

Connection connected through host links: Fibre, SAS, or iSCSI host connectors on the
storage subsystem controller module.

Out-of-Band Out-of-band connection refers to the host computer and the storage

Connection subsystems connected through Ethernet: Management LAN connector on the

storage subsystem controller module.

12
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Computer Requirements

Computer
Requirements

Hardware
» Broadband access
oS

» Microsoft Windows XP, Vista, 7, 8 (32/ 64 bit), Windows Server 2003 R2,
2008 (32/ 64 hit)

» Apple Mac OS X 10.5, 10.6 or later

» Redhat Linux

Browser

» Internet Explorer 7 or later
» Firefox 3.5 or later
» Google Chrome v15.0.874 or later

Firewall

If you cannot access the browser-based interface in a Windows environment
(such as Windows Server 2003), it is probably because the default network
firewall setting of the OS is set to "High," forbidding users from entering the user
interface as admin. Please change the network settings in the OS.

13
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Installation

This section lists the installation procedures for SANWatch and other software modules included in the
CD-ROM. Refer to the previous section to determine which modules apply to your environment.

Installing Java

SANWatch installation requires Java version 6 or later. When you install
SANWatch on your computer (refer to the next section), the installation wizard
or scripts that come with your SANWatch installation CD will help you install
Java 6 along the way, but you can also install a newer version manually using

the installation package downloaded from http://java.com/download.

For users wanting to install Java 6 provided by SANWatch Installation CD, you

can jump to the next section directly.

For Windows

You can install the JAVA installation package downloaded from

http://java.com/download.

For Mac OS X

Before installing Java on a Mac, make sure the root user is enabled. For

instructions on how to enable the root user, visit Apple Support.

Manual installation of Java varies depending on the OS version. For OS X Snow
Leopard 10.6 or earlier, you can install Java using Software Update (at the
Apple icon > Software Update); For OS X 10.7 Lion or later, you can install it

using the installation package downloaded from http://java.com/download.

For Linux

Here is a brief instruction on how to download and install Java for Linux, and

then enable it in Firefox. For more options and details, visit here.

Download Java self extracting binary file for Linux.

Change the file permission to be executable.

chmod a+x jre-<version>-linux-i586.bin

Select the installation directory.

cd <directory path name>

Run the self-extracting file.

14
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./jre-<version>-linux-i586.bin

Verify the jre<version> sub-directory under the current directory.

Go to the plugins sub-directory in Firefox.

cd <Firefox installation directory>/plugins

Create a symbolic link.

In -s <Java installation

directory>/plugin/i386/ns7/libjavaplugin_oji.so

Start Firefox, and run this applet to verify Java installation.

For Solaris

Here is a brief instruction on how to download and install Java 6 self-extracting
binary file for 32-bit Solaris, and then enable it in Firefox. For more options and

details, see: installation package overview, JRE installation procedures, JRE

plug-in installation procedures for Firefox.

Download Java self extracting binary file for Solaris.

Change the file permission to be executable.

<SPARC processors> chmod +x jre-<version> <update>

-solaris-sparc.sh

<x86/x64/EM64T processors> chmod +x jre-<version> <update>

-solaris-i1586.sh

Select the installation directory, and run the self-extracting file.

<SPARC processors> ./jre-6 <update> -solaris-sparc.sh

<x86/x64/EM64T processors> _/jre-6 <update> -solaris-i586.sh

Verify the jrel.6.0_<version> sub-directory under the current directory.

Remove the symbolic links to libjavaplugin-oji.so and libnpjp2.so from

the Firefox plugins directory.

Create a symbolic link to the Java Plugin in the Firefox plugins directory.

In -s <JRE>/lib/sparc/libnpjp2.so

15
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Start the Firefox browser.

Type about:plugins in the browser's Location bar to verify Java Plugin installation.

Initiating SANWatch Installation

Initially, ways and tools to launch SANWatch installation vary depending on the
operating system (OS) you are using, but they are basically helping you install
Java 6 (optionally) and launch the SANWatch Installation Wizard.

If you choose NOT to install the Java provided by the installation CD, make
sure you already have Java 6 or later installed on your computer. Refer to
the previous section for details.

For Windows

From the installation CD, open SANWatch.exe, and from the navigation menu
that appears, choose SANWatch GUI Software Installation, and then select
Windows Platform under SANWatch Management Tool. Proceed to the next
section.

T
|| Infortrend”

SANWatch

» SANWatch® Management Tool
- Windows Platform
- Linux Platform {run linux.sh)

- Solaris Platforrirun unix sh)

For Mac

From the installation CD, locate the "SANWatch" folder and open "install.app."”
Proceed to the next section.

For Linux and
Solaris

Note: If you want to install the data host only instead of the GUI-based SANWatch.
Skip to the next section directly.

Locate the "SANWatch" folder on the installation CD and copy it to your computer.

Open the command line utility of your OS (such as Terminal for Linux), and log
into the command line shell as root.

For Linux users, locate the "SANWatch" folder copied to your computer, and
then browse its contents to make sure the "linux.sh" script is in the folder. If you
are using Solaris, make sure "unix.sh" is in the folder.

[root@localhost ~]# cd <computer_path>/SANWatch/

[root@localhost <computer_path>/SANWatch]# Is —I

-rw-r--r--. 1 root root 4279 Jun 23 19:55 linux.sh

16
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-rw-r--r--. 1 root root 2037 Jun 23 19:55 unix.sh

If you are using Linux, make "linux.sh" executable, and then execute it.

[root@localhost <computer_path>/SANWatch]# chmod +x linux.sh

[root@localhost <computer_path>/SANWatch]# ./linux.sh

If you are using Solaris, do the same to "unix.sh.”

[root@localhost <computer_path>/SANWatch]# chmod +x unix.sh

[root@localhost <computer_path>/SANWatch]# ./unix.sh

The first two sections of the script will take you through Java installation. If you
already have Java 6 or later installed on your computer, you can skip Java
installation by typing “no” and pressing Enter. Otherwise, keep typing "yes"
(shown below) and pressing Enter until Java is installed on your computer.

AEEAXEAEAKXAXEAIAXEAXAAAXAAXAAAXAAXAAXAAAXAAAXAAXAAAXAAXAXAAAAAAAAXAAAA XA Ax*X

Java-based GUI RAID Manager Installation Procedure

SECTION 1 : JRE <version> Installation
Would you like to install JRE <version> now?
Please type yes or no.

yes

SECTION 11 : Java Plug-in v1.2.2 Installation
Would you like to install Java Plug-in v1.2.2 now?
Please type yes or no.
yes
Java(TM) Plug-in 1.2.2 Pre-Release
Binary Code Evaluation License

Do you agree to the above license terms?

17
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IT you do not agree to the terms, installation cannot proceed
Please type yes or no.

yes

The final section of the script will ask you whether you want to install
SANWatch. Just type "yes" and press Enter to proceed to the next section.

SECTION 111 : Java-based GUlI RAID Manager Installation
*NOTE: To install and configure Java-based GUlI RAID Manager
successfully,

We highly recommend you refer to INSTALLATION GUIDE first.
Would you like to install Java-based GUI RAID Manager now?

Please type yes or no.

yes

Installing SANWatch

This section introduces how to install the whole GUI-based SANWatch on
various OS platforms.

For the Linux platform, you can also install the data host agent only to save
reserve system resources.

Installing 1.  Afterinstallation is initiated, you will be guided to the Infortrend
SANWatch Setup wizard. Click Next to continue.

GUI-based —
ki Infortrend SANWatch Setup = X

SANWatch =

Welcome to SANWatch Setup program. This

3 program will install SANWatch on your computer or
subsystem. It is strongly recommended that vou exit
all windows programs before running this Setup
program. Click Cancel to quit Setup program, or
click Next to continue.

2. The installation program asks for Full or Custom installation. You can also
select the installation folder here.
Choose Full installation if you intend to manage SANWatch directly from
the host computer. Then skip to Step 4.
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Lt Infortrend SANWatch Setup = Xl

Click the type of Setup you prefer, then click Next
(@) Full

Tnstall SANWatch software, mcluding its
Management Host Agent, Data Host Agent, and
related files, Recommended for most nsers,

() Custom

You may choose the options won want to install,
Eecommended for advanced vsers,

Destination Folder

"C:\Program Files\Infortrend Inc\SAI\H Browse... ] ‘
L

[ Back ][ Next H Ccancel ]

3.  Otherwise, choose Custom installation, and in the component list corner,
select the module(s) you need based on the computer on which you are
installing SANWatch.

L Infortrend SANWatch Setup =

Check the components below to select
features for customized installation.
Available Components

[¥] sANwWatch Management GUI
[¥] Data Host Agent
Used for out-of-band flush only
[/] Management Host Agent
[/] system Files

Description

’ Back “ Mext H Cancel ]

If you are using DB Flush Agent for taking snapshot images with database
applications, select Data Host Agent and/or Out-of-Band Flush Only. Click
Next to continue.

Lt Infortrend SANWatch Setup =X

Check the components below to select
features for customized installation.

Available Components

[¥] sAMwatch Management GUI
[¥] Data Host Agent

[Fd Used for out-of-band flush only

[/] Management Host Agent
[/] system Files

Description

Install the Data Host Agent only for host data
flushing engaged by Data Service,

[ Back ][ Next H Ccancel ]

4.  Select if you want to install SANWatch in a single host computer or
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redundant host computers. For the redundancy mode, specify the IP

addresses of the master and slave host computers. If you choose to
manage your RAID subsystem network using dual computers, it is
strongly recommended you install and log in to SANWatch on the master
host first, and make sure it's online before installing SANWatch on the

slave-host.

Lsi Infortrend SANWatch Setup =] .|

. Select Single or Redundancy Mode of
&1 Centralized Management

() Redundancy: Master Host

Master-hostIP: [172.28.10.83

Slave-hostIP: |Please input slave-hostIP here
(") Redundancy: Slave Host

Master-host IP: |Please input master-host IP here.

Slave-hostIP: (172281083

(oo | ot [ e

When the installation has completed, restart the computer.

Information u

Please restart the computer to make sure settings and services take effect correctly.

Installing data host
agent only (Linux

command line)

=

Extract the SANWatch installation package using the following command:
unzip SANWatch_[x.0.x.xx].zip

Navigate to the SANWatch directory:
cd SANWatch-[x.0.x.xx]

Change the access permission of the executable file:
chmod 755 linuxCmd.sh

Run linuxCmd.sh:
./1inuxCmd.sh

Type yes when you are prompted with the question "Would you like to
install Java-based RAID Manager now?"

Java-based GUI RAID Manager Installation Procedure

SECTION I : JRE v1.6.0 25 Installation
*NOTE: 1.Before you can run Java-based program successfully, you should have
installed JRE({Java Runtime Enviroment).
2.JRE v1.6.0_25 will be installed on /usr/local/jrel.6.8_25 .
Would you like to install JRE v1.6.0_25 now?
Please type yes or no.
yes
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When you are asked whether to install all agents or selected agents only,
use the "-s /usr/local dataHost" command to install the data host
agent:

Install JRE v1.6.08_25 finished!

SECTION II : Java-based RAID Manager Installing by GUI or Command
#*NOTE: Selecting which installing method you preferred, GUI or command line.

Would you like to install Java-based RAID Manager now?

Please type yes or no.

yes

—————————— Install Command Informationm ----------

Installing all agents =»= command format: -a (install direction)
Example: -a /fusr/local

Installing selected agents == command format: -s (install direction) hostType
Example: -s /usr/local dataHost managementHost({one of the agents or both)
-s /usr/local dataHustI

The data host agent is now installed successfully. It will be activated

automatically during system startup, saving you the trouble of having to
manually start the service.

Installing VSS Module (for Windows)

VSS (Microsoft VisualSourceSafe) is a package for creating virtual libraries of
computer files, including those in databases, in a Windows environment. You
need VSS if you intend to take snapshot images while using database
applications (Oracle, SQL, MS Exchange).

Installation Activate SANWatch.exe and click VSS in the SANWatch installation corner or

procedures

enter the VSS directory in the SANWatch CD-ROM.

» SANWatch® Management Tool

- Wiindowes Platiorm
- Linux Platform {run linwsh)
- Solaris Platformi{run unixsh)

» EonPath ™

- Windows Platiorm

¥ Load Balance

Select the suitable installation file and execute it.

File (O Bit
VSS-v1.0.1.23 x86 Windows Server 32-bit
VSS-v1.0.1.23 x64 Windows Server 64-bit

The Setup Wizard will appear. Follow the instructions to complete the

installation.
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fig ¥55 1.0.1.23 Setup I E

Welcome to the V55 1.0.1.23 Setup
Wizard

This wizard will guide vou through the installation of Y33
1.0.1.23,

1t is recommended that vou close all other applications
befare starting Setup, This will make it possible ko update
relewant system files without having to reboot your
computer,

Click Install to skart the installakion,

Cancel |

Reboot the computer when the installation is complete.

Uninstalling/Upgrading SANWatch

Uninstalling Uninstall SANWatch just as you would with any other applications. For example
in Windows, go to Start > All Programs > Infortrend Inc > Uninstall SANWatch.

SANWatch g g

Upgrading In order to upgrade SANWatch into a new version, you need to uninstall the
current version and then install the new version. Visit the Support site for the

SANWatch =Lppor.ste

latest version of SANWatch.
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SANWatch Interface

SANWatch Interface

System Sefings Language About ﬁ Replication Manager e Help @ Data Reload

Devic

E\_DGWCQ List E| Name ~ ‘ (?};Status - ‘ d System Performance ‘ aCapacity

Default Group

El fem DS 3024 CPU:0% Read: 0.00 MBis Free: 0 MB Total: 6.13 TB
=&l Logical volumes fim DS 3024RTEB 0 oK = Memory:0%  Wiite:0.00 Ml : [ —— e
-8 $SD cache pool ) veage —
g DIIVES
-~ Channels
Data Hosts
~fE] Schedules

Add Device E@ Remove Device
Add a device using its IP address or host name. Remaove a device from the list.

A Auto Discovery W “rou Quick Setup for New Device
Discover all devices that are connected to this server via f@ Discover and configure a new device through this step-
in-band or out-ot-band connections. by-step setup wizard

» Edit Group
roup devices together to simpli evice management.
P Group devices together to simplify devi t

This chapter describes how to navigate the SANWatch Home interface and use the functions available
from there. You can learn about basic GUI elements, how to find online help tools, adding and
configuring hardware devices (RAID subsystems or JBODs), configuring data replication (volume mirror
and volume copy) and automatic event notification.
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Navigating the User Interface

Logging into the User Interface

Logging into the SANWatch Browser Interface is easy and straightforward: type
in the IP address of the host computer into the browser.

Log In

Enter the IP address of the host computer into the browser and press the Enter
key.

r @ SANWatch xu

= € |[1172.24.110.38

The login screen will appear. Enter the password (the default password is root)
and click Login. (You may check Remember Password if you prefer
automatically logging into the interface in the future)

F

Qlnfortrend |

IP Address
172.24.110.38
Password

¥ Remember Password
B S5L Login

The user interface will appear.
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System  Seftings Language About ﬁ Replication Manager o Help (©) Data Reload

(&L Device List T Name - ‘ (zysr.atus - ‘ d System Performance | ocapa:ity

) fem DS 3024 CPU:0% Read: 0.00 MBis
#-E} L agical Volumes e DS0URTEE () OK .

-8l 55D cache pool
g Drives.

i~ Channels

-5 Data Hosts

*-fH schedules

Free: 0 MB Total: 6.13 TB

Memory: 0% Write: 0.00 MB/s

Usage:

Add Device Remove Davice
Add a device using its IP address or host name. Remove a device from the list

Auto Discovery J. Quick Setup for New Device
Discover all devices that are connected to this server via )‘@ Discover and configure a new device through this step-
in-band or out-of-band cannections. by-step setup wizard

5 ) Edit Group
P Group devices together to simplify device management

Total connected device(s;: 1 Disconnected:0 &3 Total Error event(s): 38 /I warning: 27

Log Off

Select the System > Log Off menu. The user interface will return to the Log In
screen.

System Seftings Language

i Export System Information i anfortrend.

Shutdown Device - IP Address

1 TestEvent 172.24.110.38

Enable Debug Log Password

Disable Debug Log

¥ Remember Password

Changing Login Passwords

You can modify the default SANWatch login password, or set a new password
for storage subsystems.

Go to

SANWatch Home > Top menu bar > Settings > Password Settings

System  Settings Language  About

Maotification Settings

&L Device Password Settings

Changing
SANWatch Login

Select the Management Host tab, click Change Password, and enter the
existing password and new password (twice for confirmation). The default login
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Password password is root.
Password Settings
Management Host _
Currently Connected Management Host
IP Address: 127.0.0.1
Change Password
Old Password: I |
Mew Password: | |
Canfirm Mew Password: | |
Assigning a Once you set up a password for the subsystem, you need to enter it
Password to a whenever you try to access or configure the hardware setting for that
Subsystem subsystem.

Select the Subsystem tab to view the list of subsystems and their passwords.

Ayailable Subsystemsiigents

Model Hame IP Address Type Saved Password
DS 2016R FESDS 3016R 127.0.0.1 In-Band
DS 3016G  Target 127.0.0.1 In-Band

Highlight the storage subsystem from the list and click the Edit Password
button.

Edit Password

Enter the new password.

Set Subsystem Password

Set Subsystern Password

Subsystem Password: | |

After specifying a password, when you try to access the hardware device page,
you will be asked to enter the password.

|‘=—\'_De\tice List

e Master

‘g Drives

% Channels

5 In-Band Hosts
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Enter Subsystem Password x

Please enter the password to enable configuration of this device. -
Subsystem Password: |u" |

[T Save Password

0K ] [ Cancel

Getting to Know the User Interface

® &)

System  Seftings Language About ﬁ Replication Manager e Help @ Data Reload
[EL Device List @ | Name = ‘ status = | System Performance ‘ AP capaci
Default Groupy tb d y a Bacity
53024 CPU. 0% Read: 0.00 MB/s Free: O MBE Total: 6.43 TE A ®
Vi DS 3024RTEB OK (5]

Logical Volumes == V] Memory: 0%  Write: 0.00 MBls Usage: —

88D cache pool

Drives

Channels

Data Hosts

- fH schedules
-
Add Device % Remove Device
Add a device using its IP address or host name. Remove a device from the list.
Auto Discovery ;.-":‘_f’\ Quick Setup for New Device
Discaver all devices that are connected to this server via f@ Discaver and configure a new device through this step-
in-band or out-of-band connections. by-step setup wizard @
» Edit Group
i Group devices together to simplify device management.
Total connected device(s): 1 Disconnected: 0 ETOEI Error event(s): 39 Ewammg 27 |

®

Display Element Description

1: Top menu bar The menu items at the top left allow you to export system settings, log off /

(Left) shutdown the subsystem (NOT supported by EonServ), configure notifications
and passwords, change the display language, and view the SANWatch version
information.
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2: Main window

The current status and the configurations of the item chosen in the left sidebar
will appear in this area.

3: Top menu bar
(Right)

You may access the Replication Manager for configuring and running data
replications, Online Help (this help document), and refresh the screen contents.

4: Side Column

You may view the system configurations (Device sidebar) or the storage
configurations (Pool sidebar) in a tree structure to have an overview of the
overall system. Details of the chosen (highlighted) item will appear to the right in
the main window area.

5: Status bar

Summary of current device configurations and system events are updated in the
bottom status bar.

6: Shortcuts in the
Tasks corner

Convenient shortcuts to major functionalities are available for the item that is
currently highlighted in the sidebar / main window area.

Navigating the Interface

Although SANWatch is a browser-based software, most operations are
designed as intuitive, desktop-like features.

Selecting an Item

You may click an item if the mouse cursor shape turns into a pointing device.
The text color may also change as shown in this example. (Example: Pool List >
Pool 1)

3
=B poal 1

s s

Depending on selection, a drop down list may appear by hovering the mouse
cursor over the menu. (Example: Language menu)
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Language  About

Language About

English

Deutsch

o

Pyccrii

>

Changing the
Sequence

Clicking on the small triangle icon next to a column header reverses the order of
a list.

—— c——
Name - o Name -
>

Closing a Pop-up
Window

Click the Close / Cancel button at the bottom [ e | Close

or click the * icon at the top right to close a pop-up window.

Refreshing the
Screen

Click the Data Reload menu at the top right bar. The user interface contents will
be updated to the latest status.

9 Help @ Data Reload

Event Notices

A sign may appear on the device icon (x or /. )when there are events that
requires the user’s attention.

‘5 ESDS 3016R(FC 8G)
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Using Help Tools

Changing the Display Language

Switch the display language from the default English to your preferred language
in an instant.

Go To

SANWatch Home > Top menu bar > Language

System  Settings | Language | About

iy =0

[E. Device List Deutsch

-l DS 3024 Francais

PyCCkWi

B4

TES T

TP

rot

=

Steps

Select the desire language from the drop-down menu to change the interface
displayed language. (Example: from English to German)

Systern  Settings  Language  About

H-'Eﬂi’i- EREISD | System  Einstellungen  Sprache  Info

=

 Pool List .
. — -

B Pool 1 rangals > C

=

Available
Languages

English (default)
German

French

Japanese
Simplified Chinese
Traditional Chinese
Korean

VVYVY YV VYY

Notes

» Some texts might not be translated (for example, texts that are embedded in
a diagram or the official license agreement). In those cases, the texts will
remain English, the default language.

» In case you have accidentally changed the language (and thus lost sight of
the “Language” menu), the Language menu tab is the third tab from the right
(or second from the left) on the menu bar.
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Systern  Seftings | Language | About

Viewing the SANWatch Version Information

View the current version number of SANWatch and/or the end user license
agreement.

Go To

SANWatch Home > Top menu bar > About

Systermn  Seftings  Language IAbuutI

Steps

Click the About menu from the top menu bar. The version information window
will appear.

About SANWatch %

Qlinfortrend

SANWatch

Version: 3.0j.33

SANWatch is Infortrend’s storage management

software that enables users o discover, configure,
administer, and monitor storage solutions with the help
of a user-friendly graphic interface.

License Agreement Details

Copyright ® 2013 Infortrend Technology, Inc.
All rights reserved.

o )

Viewing the
License Agreement

Click the License Agreement Details link in the window to view the end user
license agreement contents.

SANWaich is Infortrend’s storage management

software that enables users to discover, configure,

administer, and monitor storage solutions with the help
of a user-friendly graphic interface.

License Agreement Details

For legal considerations, the license agreement is not necessarily translated

into non-English languages.

Accessing
Infortrend Website

Clicking the Infortrend Technology, Inc. link takes you to the official website of
Infortrend.

Copyright ® 201: Infortrend Technology., Inc.

All rights reserved.
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Viewing Online Help

View the help contents (this document) when you need descriptions/instructions

for complicated or unfamiliar features.

Go To SANWatch Home > Top menu bar > Help
Iﬁ' Replication Manager @ Help @ Diata Reload
Steps The Online Help will appear in a separate screen in a new tab or a pop-up

window. The contents are organized in the same manner as the PDF version of

the help document.

Note If the Help screen does not appear, you might need to enable pop-up windows
from the browser’s configuration options.
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Working with the Devices View

System  Seftings Language  About ﬁ Replication Manager 9 Help @ Data Reload
DevICH [a
[EL Device List @ ||Name ~ ‘ Status ~ ‘ System Performance | Capaci
Default Group (?}l d Y a LR
i fem DS 3024 CPU: 0% Read: 0.00 MB/s o T ERETE -
- i DS 3024RTEB oK (=]
£l Logical Volumes o V] Memory: 0%  Wite: 0.00 MB/s Usage: - 100%
8 sSD cache pool
e Drives

-, Channels
i~ Data Hosts
" [H] schedules

Add Device % Remove Device
Add a device using its IP address or host name. Remove a device from the list.

Auto Discovery 4w Quick Setup for New Device

Discover all devices that are connected to this server via f@ Discover and configure a new device through this step-
in-band or out-of-band connections. by-step setup wizard

» Edit Group
. Group devices together to simplify device management.

Total connected device(s): 1  Disconnected: 0 ATOTaIErrorevem(s]: 38 &warning:ﬂ

This chapter describes how to monitor and configure the hardware: RAID subsystems, JBOD
expansion enclosures, hard drives, and so on.

Viewing the List of Hardware and the Status

All hardware information can be accessed from the Device Sidebar in the user
interface.

Go To SANWatch Home > Device sidebar > Device List

[EL Device List

Default Group

El

DS 3024
EjLogicaIVolumes

’ 55D cache pool

~fEE] Schedules

Steps When you click the Device tab in the left sidebar, the list of hardware recognized
by the system will appear.
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[EL Device List
Default Group

= DS 3024
#-£1 Logical volumes

’ 55D cache poal
P Drives

*[E schedules

The hardware status summary will appear to the right, in the main screen.

E’ ame ~ ‘ (?};status - ‘ ﬂSystem Performance
CFU: 1% Read: 0.00 MB/s
DS 3MM6R Ok
f @ M Memory: 0% Write: 0.00 MB/s

System Performance

To enable monitoring system performance, check the System Performance
checkbox.

‘ i System Performance

CRU: 0% Read: 0.00 MBfs
Mermary: 0% Write: 0.00 MBis

Because the monitoring function affects system performance and it is
therefore disabled by default.

System Status

The system status column shows the status of each hardware device.

mNamev ‘ %Status -

= Master @ [o]%¢

If system events have been reported, you may click the Recent Event link to
view all the events related to that hardware device.

= Slave
Event Log
cventLog | Schedle EventLog |
| Error and Warning v ||AII Types v
Index Severity » |Type - Date/Time Events «
237 & e, 2011110/13 05:37:58 CHANMEL:1 Host channel disconnected (slot B)
234 i [y 201171013 D5:35:59 CHANMEL:0 Host channel disconnected (slot B)
233 ﬁh T 2011110/13 05:35:54 CHANMEL.O Host channel disconnected (slot A)
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To refresh the status (in case you want to make sure that the hardware status
has been updated), click Data Reload on the top menu bar.

LF:' Replication Manager @ Help @ Data Reload

Adding a New Device (RAID Subsystem or JBOD Expansion Enclosure)

To start configuring your RAID subsystem or JBOD expansion enclosure
through the SANWatch Browser Interface, all you have to do is to connect the
device to the network and then use the one-touch device discovery
functionalities introduced here.

Prerequisites

Before adding a subsystem/JBOD to the user interface, make sure that the
subsystem has already been connected to the network and a valid IP address
has been assigned to it.

If you are using Internet Explorer, go to Tools > Internet Options > Security, and
then do the following before adding a new device:

» Click Sites and add 127.0.0.1 to the list of trusted websites.
» Click Custom Level and enable Active Scripting under Scripting.

Go To

SANWatch Home > Device sidebar > Device List > Tasks corner

| Device List

= e WaStET
g
%2} Logical Volumes
« Dirives
T Channels

S0sta Hosts > Luiuﬂ

Steps

You can add (discover) a device in two ways: specify a known IP address or
search a range of IP addresses.

Specifying an IP Address
Click Add Device in the Tasks pane.

Add Device
L Add a device using itz IP address or host name.

Enter the IP address of the device.

Device P Address |‘ID.D.EI.222 |

Aszsign Group Default Group j [ Create Group ]
By default, the device will be added to a device group called Default Group. You

can assign the device to a different group or even create a new group. (To learn
more about device groups, see the next section in this help document.)
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Assign Group Default Group j [ Create Group

Default Group

The device will be added to the host computer. Click Cancel to stop the process.

Progress

Connecting to the device/host ...

T ——
10%  completed

The new device will appear in the sidebar when done.
Searching for arange of IP addresses

You may use the Auto Discovery function to search for your device if you do not
know its specific IP address but its subnet range. (You may also use this
function to search multiple devices within a range of IP addresses)

(\§ Auto Discovery

Dizcover all devices that are connected to this server via
in-band or out-of-band connections.

Enter the range of IP addresses.
IF Address Range from | 172 27.120.1 to[172.27.120.254) |

Agsion Group Default Group j [ Create Group

By default, the device, if found, will be added to a device group called Default
Group. You can assign the device to a different group or even create a new
group. (To learn more about device groups, see the next section in this help
document.)

Click Start. The new device will appear in the sidebar when done.

Removing a Device (RAID Subsystem or JBOD Expansion Enclosure)

You may remove a device from your system easily. User data and device
configurations will not be affected; the device will be simply deregistered from
your system.

Go To SANWatch Home > Sidebar > Device List > Tasks corner

|§ Device List

= e WaStET
g
%2} Logical Volumes
« Dirives

& Channels
) Data Hosts > HEELYE
Steps Click Remove Device.
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Bemove Device
Remove & device from the list.

Check the device you wish to remove.

Remove Device

Specify specific device(s)

" Device Name

I v Masterl

[ Slave

Click on "Remove" at the bottom to remove the device.

[ Renmove ]I

Editing Groups and Group Assignments

You can organize the list of devices into groups to easily manage complicated
network with clusters of devices, especially when there are multiple instances of
same models.

Notes

» All devices must be assigned to a group. (By default, they are assigned to a
group called Default Group.)

» Adevice cannot be assigned to multiple groups.

» List of groups are directly visible in the sidebar.

[E. Device List
= i Master
BB} Logical Volumes
w Drives
W, Channels
B Data Hosts
EElschedules

* e Slave I Wenwy Grougp q

Creating a Group

Go to SANWatch Home > Sidebar > Device List > Tasks corner.

Douice

g, Device List
= fiew |1aster
B =] Logical Volumes
w Drives
e Channels

15 pata Hosts PO Tasks |

Click Edit Group.
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5. ) Edit Group
P Group devices together to simplify device management.

Check the box next to the device you wish to add to the new group and click on
"Create Group" at the bottom.

Create Group ]

Enter the group name and click OK.

Group Marme ||

The new group will appear in the list.
Edit Group

Default Group

[ Master

[~ Slave

hew Group 2|
[

Renaming a Group

Go to SANWatch Home > Sidebar > Device List > Tasks corner.

|§._ Device List

5 e Miaster
#- =} Logical Volumes
w Drives
T Channels

Eosatoss £ Tasks |

Click Edit Group.

» Edit Group
P Group devices together to simplify device management.

Click to highlight the group that you want to rename and click Rename Group.

‘ You are not allowed to rename Default Group.

| New Group 2

Click Rename Group.

[ Rename Group ]

Enter the new name and click OK.

Graup Mame I |

The new group name will appear in the list.
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Edit Group

Default Group

I~ master

I~ Slave

New Group

Reassigning a Go to SANWatch Home > Sidebar > Device List > Tasks corner.
Device to another

Group [§. Device List

= e Master
#- =} Logical Volumes
w Drives
% Channels

= Data Hosts > m
Click the Edit Group icon.

» Edit Group
P Group devices together to simplify device management.

Check the device that you want to reassign to a different group.
Edit Group

Default Group

I~ master

W Slave

New Group

Click on "Move Device".

[ Create Group l [ Rename Group II Move Device l[ Close

Select a group in the drop-down list.

Group Name | default j
defa

Click "OK" and the device will be assigned to a different group.

(1] 4

Remove a Group Go to SANWatch Home > Sidebar > Device List > Tasks corner.

|§ Device List

= e iaster
#- &} Logical Volumes
« Drives
T Channgls

= Data Hosts -5 m

Click Edit Group.

» Edit Group
P Group devices together to simplity device management.
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Exporting System

Go to

Click the name of the group you want to remove, click Delete Group, and click
Yes in the confirmation message that appears.

[ Delete Group

‘ All devices assigned to the group will be moved to the Default Group.

Settings

SANWatch Home > Top menu bar > System > Export System Information

Systerm  Settings Language

am Information .

Shutd o Diewic e

Export System Information |rD

Steps

The list of connected devices (RAID subsystem or JBOD) will appear. Check
the device(s) whose system information you wish to export. Then click the
button With core dump if you wish to export the system information with
memory core dump. Click the button W/o core dump if you only want to export
system information without memory core dump.

[ Device Hame

v Master

e | with coredump | W/o coredump || Cancel |

>
The system information will be archived in a package of Zip file, including text
(.txt) and Microsoft Excel (.xIsx) format files) and downloaded to a folder on your
computer.

Export event log

The exported data includes log files for all events, actions and unhandled
events in text and Excel formats. The user can make use of the functions such
as “filter,” “sort” and “search” provided by Microsoft Excel on the event log data.

Unhandled event(s): Because the latest exported event will be marked, when
exporting unhandled events, the exporting event will begin from the first
un-exported event.

The filename of all events and action logs in Excel format should be
“ctrlID_SupportEvent.xIsx.”

The filename of unhandled events in Excel format should be
“ctrliID_Unhandled_SupportEvent.xlsx.”

The event log file contains the following columns:
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Device: Device name
Index: The order of event occurrences
Severity: Severity is categorized into the following four levels.

(1) Information: There is no subsystem issue. Users do not have to
be informed of the operation result.

(2) Warning: Some issues occurred and users have to be informed.
However, the system has no malfunction risk.

(3) Error: An error occurred and the system is still operational.
However, the system has a malfunction risk if another error
occurs.

(4) Critical: System failure occurred and resulted in serious
malfunction.

Date/Time: The date and time of the event occurrence
Code: Event code for looking up entries in the event service guideline

Event: This is the exported message. In the text file, this is the message
for general users. In the Excel file, this is the message for first line support
personnel.

Hyperlink: This is a hyperlink to content in
“Event-Service_Guide_Table.docx” (the troubleshooting guide) related to
the event provided to help users easily find information on how to handle
the event.

Action log

User actions are also logged for audit purposes. The action log data is exported
to the file “ctrlID_ActionLog.txt” and contains the following columns:

Index: Serial number

Date/Time: The issue date and time of the user action
Operation: The type of the user action

Target: The target of the user action

Code: Operation ID

Events: Descriptions of user actions

Export system
configuration

The exported data includes system configuration information in the file
“ctrlID_Conf.html,” which presents the device and configuration in a tree
structure. Each node can be collapsed or expanded. You can use the “find”
function provided by the browser to search for keywords.

Export memory
dump

When exporting system information, the user can choose whether to also export
core dump files. Click the button With core dump or W/o core dump for the
corresponding action.

The memory dump will create 4 files (maximum). The maximum size of each file
is 512 MB.
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Troubleshooting
guide

The exported data also includes a file “Event-Service_Guide_Table.docx”
which is a troubleshooting guide containing all information about error events
and handling procedures. Each event includes three entries:

® Basic Information: Event ID & severity.
® Detail: Event message, root cause and all information about the problem.

® Recovery procedure: Steps to take to resolve the problem.

Exported data size
limit

The log records include:
® Internal events
®  External events
® Actlogs (El command for “set”)

The size limit of each file is 15MB.

Resetting/Shutting Down the System (NOT supported by EonServ)

Before resetting or upgrading the subsystem, make sure you finish all current tasks and
export the system information if necessary.
This feature is NOT supported by EonServ models.

Go to SANWatch Home > Top menu bar > System, and select Shutdown Device from the

menu.

System

Seftings Language

| Export System Information |

! TestH Shutdown Device

Enable Debug Log

Disable Debug Log

Logout

The list of connected devices (RAID or JBOD) will appear. Check the device you want to
shut down and click OK.
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Shutdown Device x |

Select one or more devices to shut down. -
— Available Devices — “alumes in Use
T Hame = Model ~ IP Address ~ JBOD =
v master 10004 1}
[ Slave 100018 1]

Caution: &ll currently used volumes will become unavailable for the host(s) aftar the shutdown. |

[ oK ] [ Cancel ]

Currently used storage volumes will become unavailable for hosts and users after
shutting down the device. (The user data inside the device will remain intact.)

Test Event

Go to SANWatch Home > Top menu bar > System > Test Event

System  Settings Language

Expaort System Infarmation I

Shutdown Device

Test Event

Test Event

Steps The confirmation pop-up window will appear to ensure the action of testing being
generated.

Information

@ The test event has been generated.

Go to: SANWatch Home > Top menu bar > Setting > Notification Settings

The function is used to check Notification Settings. Before testing this event, check

Notification Setting correct or not. The function tab will test settings based on Notification

Settings.
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Information

RAID Event

Enable or Disable Debug Log

Go to

SANWatch Home > Top menu bar > System > Enable Debug Log / Disable Debug Log

System  Settings

Language

Export System Information

Shutdown Device

te

Test Event

Enable Debug Log

Disabl{i Enable Debug Lag h

Logout

System  Settings

Language

Export System Information

Shutdown Device

Test Event

t

Enable Debug Log

Disable Debug Log

Logout| Disable Debug Log i

Steps

Select from drop-down menu either to enable or disable recording debug logs. The
confirmation pop-up window will appear to ensure the action of log recording enabled or

disabled.

 Information

@ The testevent has been generated.

@ The debug log has been disabled

If enabled the logs recording, check Event logs from the list. Go to: Device > Tasks > Event

Log.
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@ subsystem Information

Model: DS 3024RTEB Status: @ ok
IP Address: 172.24 110.36 Recent Events:
Service ID: 524377 (OxB0059) A Error 39
Controller ID: 524377 (OxB0059) A\ Warning: 27
T . Firmware Version: 5.55C.08 e

d Performance Ocapacity

("] Enable Performance Monitoring

CPU Me... & Throughput IOPS
10 Total Capacity: 6.13 TB
05
Used Space: 6.13 TB (100%)
0.0
U HW kYT 2 s B Available Space: 0 MB (0%)
0% 0% M Read: 0.00 WEWrite: 0.00 (MBis)
b
ey Quick Setup F-. System Settings
)@ Follow the step-by-step setup wizard to configure the Configure generic system parameters.

hard drives inside the selected device.

EventlLog
View the system events and device operation logs)

— >

Enclosure View
See the detailed information of enclosures connected

to the system

Click on Event Log to check if debug logs appeared on the list or no debug event shown. If
select debug logs disabled, the system will stop recording.

Event Log
Event Log [SERGHHEEventLoal
| All Events v || All Types M
Index + | Severity v |Type a Date/Time Events - Code -
2 7] Wy 2011/09/01 22:40:33 CHANNEL:6 Host channel disconnected (slot A) 2| 0x11098101
3 ey 2011/09/01 22:40:33 CHANNEL:T Host channel disconnected (slot A) 0x11098101
1 7] Wy 2011/09/01 22:40:33 CHANNEL:S Host channel disconnected (slot A) 0x11098101
4 () 2011/09/01 22:40:34 Controller initialization completed (slot A) 0x02018101
il 7] @ 2011/09/01 22:40:39 NAME:Logical Volume 1 1D:474514A0648383D6 Status 0x02130008
changed to online (slot A)
12 a -@ 2011/09/01 22:40:39 NAME:Logical Volume 1 ID:474514A0648383D6 Space 0x22130026
allocation exceeded 2%, used:98% (slot A)
L a -@ 2011/09/01 22:40:39 NAME:Logical Volume 1 1D:474514A064B383D6 Space a 0x22130026
allecation exceeded 2%, used:95% (slot A)
13 a @ 2011/09/01 22:40:39 NAME:Logical Yolume 1 ID:474514A0648383D6 Space 0x22130026
allocation exceeded 2%, used:99% (slot A)
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Data Replication

Replication Manager

Select an existing replication pair to reconfigure the data protection settings, or create a new pair. -

Replication Pairs: Functions: o

MName Type Priority | Progress | Status Description Information
% hebwork Diagnostic Tool

€3 Create Replication Pair
Celete Replication Pair
Edit Replication Pair
Fause ! Resume
Synchronize
Asynchronize
Split
Mapping

Target Yolume Auto Mapping =

Switch [=]
[ Close

Volume copy and mirror can be done inside the same subsystem or across physically distant locations.
For RAID systems, there is no difference between local replication and remote replication in terms of
usage but the license is separated. Make sure you have acquired the correct license (local replication
or remote replication).

Note When setting up a copy or mirror task involving volumes in different
networks:

®  Open TCP/IP ports on the firewall to allow communication between
SANWatch and the subsystems. Check TCP/IP and UDP Port
Assignments to avoid using default ports.

®  You cannot create a remote replication or disk roaming task between
EonStor DS and EonStor GS devices.

®  To set up an asynchronous volume mirror or volume copy task, activate
the DB Flush Agent first. Check Configuring Out-of-Band Flush Using
DB Flush Agent for reference.

Firmware Version It is strongly recommended to run remote replication only if the same firmware
on Remote version is shared among the subsystems involved (source and target devices)
Replication
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Opening the Replication Manager

All replication-related operations can be accessed from the Replication
Manager window. You may create a new replication pair, view the progress, and
reconfigure the settings.

Go to SANWatch Home > Top menu bar > Replication Manager

L@' Replication Manager | @) Hetp (® Data Reload

Steps When the Replication Manager window opens, the list of currently available
replication pairs and their status will appear to the left.
Replication Manager x
Select an existing replication pair to reconfigure the data protection settings, or create & new pair. _
Replication Pairs: Functions: =
Name Type Priority | Progress | Status Description @ Information
walume Mirrar 1 volume Miror  Mormal |- Mirrar . DO CEERoss Tl

€3 Create Replication Pair
€9 Delete Replication Pair
i3 Edit Replication Pair
Pause | Resume
Synchronize
Asynchronize
e Snlit
[T mapping
TargetWolume Auto Mapping =
&2, Switch (=l

[ e )

Available functions are listed in the sidebar to the right. To view the
configurations of replication pairs, click Information.

Functions:

@ Iniormation

€ MNetwork Diagnostic Toal
€3 Create Replication Pair

3 Delete Replication Pair

Detailed information on the replication pair will appear.
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Replication Pair Information

Pair Details

Pair ID:

Created Time:
Completed Time:
Split Time:

Svne Commenced Time:

Source Details

TBE2FO73911418D37
03/26/2013 19:20 PM
03/26/2013 21:20 PM
The pair has not been splityet.
03/26/2013 21:20 P

MNarme:

Foal:

Yolume Set (D
Mapped:

YWirtual Yolurme 1
Fool 2
AFAFAAIEISB045A3
Mo
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Diagnosing the Network Status for Replication

You may check the current devices available on the network to see if remote
replication pairs can be created safely between devices.

Go to SANWatch Home > Top menu bar > Replication Manager
hﬁ‘. Replication Manager | @) Help (® Data Reload
Steps Click Network Diagnostic Tool.

Functions:

Information

| € rieteork Diagnostic Tool |

€3 Create Replication Pair

Highlight the source device you wish to diagnose and click Next.

Network Diagnostic x
Select Source Replication Device
Flease selectthe source device for the diagnostic task.
Model - Name - D~ IP Address ~
DS 3016G 40000 101011
DB 306G Target 80054 127.0.01
Step1/3 [ Next H Cancel

Highlight the system you wish to diagnose and click Next.

Specify the amount of diagnostic data packet (64K per each). Valid values:
1-10000.

Number of Diagnostic Packet: 1DD| {1-10000)

Click Diagnose. The diagnose result will appear.
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Network Diagnostic

Diagnostic Result
The following result shows the bandwidth of all channels fram the source device to the target device.

Source Device: Model: DS 3016G, Mame: , |D: 80000, 1P:10.10.1 1

Target Device: Model: DS 30166, Mame: Target, ID: 80054, IP: 127.0.01

Number of Diagnostic Packet: 100

Source Link Target Connected Received Time Rate ¥fer |Lost |Latency
SlotwiCH:0 Up SlotACH:0 Ok 1000100 2.478ms 737.2MBis
SlotArCH: Down
SlotAiCH:2 Down
SlotarcH:3 Daown

[~ Auto Refresh (10 seconds)

Step3/3 [ Ewportiog | mefesh | Close ]

The Link column shows whether the source and device systems are connected
or not (thus can form a remote replication pair or not).

Source Link Target
SlotArcH:0 Up SlotAarcH:0
SlotAafcH: 1 Dawih
SlotArcH:2 Dawih
SlotAfcH:3 Dawih

To automatically refresh the status, check the Auto Refresh box.
[T Auto Refresh (10 seconds)

To export the result to a local folder, click the Export button.

[ Export Log ] [ Refresh ] [ Close
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Creating a Volume Copy

If the target partition (for EonStor DS subsystems) or virtual volume (for ESVA
subsystems) has snapshot image(s), you cannot create a volume copy.

For more information about snapshots, go to the following location and click the
Help icon at the top-right corner:

EonStor DS subsystems: SANWatch Home > Device sidebar > Device List >
device name > Logical Volumes > LV name > Partitions

ESVA subsystems: SANWatch Home > Pool sidebar > Pool List > pool name >
Virtual Volumes

Go to SANWatch Home > Top menu Bar > Replication Manager
I.!:i" Replication Manager | @ Heip (© Data Reload
Steps Click Create Replication Pair in the Functions area.

O Informatian
€% MNetwork Diagnostic Toal

)

€3 Delete Replication Pair

Method 1: Select your source from an existing partition or virtual volume
and click on Next.

* Select existvolume for replication pair creation

= Create a new volurme as the source of replication pair

Select your source device and click on Next.
Source Device: DS 3016G j

The list of available partitions or virtual volumes will appear. Highlight (yellow) the
source and click Next.

Partition Name Logical Volume Status Total Capacity
Partition 1 Logical Wolurme 1 The volume has been mounted. 10 GH
Partition 2 Logical ¥olurme 1 The volume has been mounted. 10 GB
Partition 3 Lagical Waolurne 1 The volurne has been mounted 10 GB

Select the target device (hardware) from the drop-down list. If you select Local,
then the source and target partitions or virtual volumes are located on the same
subsystem.

Target device: Local j

The list of available logical volumes or pools will appear. Highlight (yellow) the
target logical volume or pool and click Next.

Logical Yolume Logical Drive Amount Status Total Capacity

Logical Yolume 1 2 logical driveis) COr-Line 409 44 GB
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Method 2: Create a new partition or virtual volume as the source.

" Select existvolume for replication pair creation

+ Create a new volume as the source of replication pair

Click on Next to create a new patrtition or virtual volume.
Create Replication Pair

Configure the parameters of the partition.

Partition Name: Partition 8 |

Size: | 10 |

[V Initialize Partition After Creation

= Enable Thin-Provisioning

Winimum Reserved Space

o Jloe Efo ]

I~ Map Parition to Host

Check the “Enable Auto Reside Ratio Setting” box (for ESVA subsystems only) if
you wish and click on Next.

[~ Enahle Auto Reside Ratio Setting

Reside Tier Size Used Reside Size
v 1] 136.48 GB 423 GH 5GH
v 1 272.96 GB 274 GH 5GH

Enter the name of the volume copy.

Replication Pair Mame: |\-fu|ume Copy|

Setup Volume Copy schedule.
 Wolurme Copy

F scnedus e = E Els []

Schedule Marne: Mew Schedule 1 |
Cperation Priority: | Marrnal ;I
Remote Timeout Threshold: |3E| Seconds ;I

If you select Volume Copy, the option “Schedule” will automatically be checked by
default.

o Schedule

Click in the schedule box and select the date, time (24hr format) and priority by
clicking the date in the calendar, choose time and priority from the drop down
boxes, then click on Next.
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(T [T -
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If the source and target partitions or virtual volumes are on located on different
subsystems, user may click Diagnose Network to check on the network
connection status.

Diagnose Network ]

Set the number of diagnostic packets

Mumber of Diagnostic Packet; {1-10000)

Click Diagnose for connection status.

Source Device: hodel: DS 301 GG, Mame: | 1D: 80000, IP:10.10.1.1
Target Device: model: OS 3016G, Mame:, ID: 80054, 1P:127.0.0.1
Humber of Diaghostic Packet: 100
Source Link Target Connected 1
SlotAfsH:0 Up SlotAfCH:0 OK
SlotACH:1 Dowen - -
SlotAiCH:2 Dowen - -
SlotACH:3 Dowen - -

I~ Auto Refresh {10 seconds)

A summary will appear.

Summary
Marme: Wolumehdirror 3
Type: Synchronous Walume Mirror
Priarity: Marmal
Schedule: Mone

Summary of Source
Device: DS 30M6G, 1010011
Logical Valume Marme: Logical Walume 1
Mame: P artition 1
Size: 10 GB

Summary of Target
Device: DS 30M6G,10.10.1.1
Logical Yalume Mame: Logical Walume 1
Marme: Partition &
Size: 10 GB

Confirm all settings and click on OK to create the Replication Pair.

A progress window will show creation progress.
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Progress

Creating the partition ...

26%  completed

Information
O Valume CopylVolume Mirrar Creation Complete.

The newly created replication pair will appeatr.

Hame Type Priority | Progress |Status Description
YWalume Copy [liA Mormal |- Uninitialized
“alurme Mirror 1 Walurme Mirrar Maormal |- Split

If the volume copy has been scheduled, it will appear in the Schedule view. Click
the Schedules menu in the sidebar.

-5 Schedules
Name Type
FEf wvolume Copy Schedule Yolume Copy, Once
Parameters Priority Specifies access priority. For example, higher priority can be

assigned to volumes serving applications and lower priority
to volumes storing archives or user data.

Remote Timeout  The remote timeout threshold option allows you to avoid

Threshold breaking a remote replication pair when the network
connection between the source and the target becomes
unstable or too slow. You may choose how long the controller
will wait (timeout). The replication pair will receive better
protection if the timeout period is long, but fewer interruptions
impact the host performance. The reverse is also true:
shorter timeout - less impact - more risk of breaking the
pair apart.

Enabled:

Depending on the situation, the controller either splits or halts
the volume mirror when there is no network activity for the
length of the timeout period.

Disabled:

Host I/O may be impacted seriously when the network
connection becomes unstable.
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This option is for remote replication pairs only. If you
create a local replication pair, this option will be disabled.

How Remote
Timeout Threshold
Works

Stage 1: Syncing has been interrupted.

Background syncing will be stopped for the Wait (timeout) period (default: 30
seconds) and will be retried.

Stage 2: Fails to sync to the remote target.

If the target volume cannot be found, the un-synced data blocks will be marked.
The system will continue syncing the next data blocks. An event will be posted.

Stage 3: Still fails to sync to the remote target.

The system attempts to sync the marked data blocks for several times. If target
volume is still not found, sync will be aborted and uncompleted sync data will be
marked. An event will be posted.

If the system reboots before the sync retry count reaches the threshold, sync
operation will restart after the reboot and the retry count will be reset.

Stage 4: Replication pair will be marked as abnormal

The status of the split replication pair will be updated as abnormal so that users
can avoid creating host LUN mapping via such target volume.

Viewing the
Progress

The newly created replication pair will be initialized upon creation or according to
the schedule. You may pause (and resume) the process.

The length of each process depends on the capacity of the replication pair. In
some cases, the process finishes within a matter of seconds.

i) Edit Replication Pair

Fause fResume

Syhchronize

When initialization has been completed, the status of the replication pair will
change into Completed.

Progress | Status Description

Completed

If network connection is lost during the process, the status of the replication
pair will change into Non-Complete.

55




SANWatch Web-Based Interface

Creating a Volume Mirror

Notes > If the target volume has snapshot image(s), you cannot create a volume mirror.
» Synchronous mirror is NOT recommended over WAN connections as high 1/0
latency may cause the process to fail.

Go to SANWatch Home > Top menu bar > Replication Manager

| G Repiication Manager | @) Help (® Data Reload

You can also create volume mirrors by schedule. For more information, go to
the following location and click the Help icon at the top-right corner:

EonStor DS subsystems: SANWatch Home > Device sidebar > Device List >
device name > Schedules

ESVA subsystems: SANWatch Home > Pool sidebar > Pool List > pool name >
Schedules

Steps Click Create Replication Pair in the Sidebar.

& Informatian

% Metwark Diagnostic Toal

]
€3 Delete Replication Pair

Select your source from an existing volume or create a new source volume and
click on Next.

* Select existvolume for replication pair creation

= Create a new volurme as the source of replication pair

Select your source device and click on Next.
Source Device: DS 3016G j

The list of available virtual volumes (for ESVA subsystems) or partitions (for
EonStor DS subsystems) will appear. Highlight (yellow) the source volume or
partition and click Next.

Partition Name Logical Volume Status Total Capacity
Fartition 1 Lagical Yalurme 1 The valurme has been mounted 10 GH
Fartition 2 Logical Wolume 1 The volume has heen mounted. 10 GH
Partition 3 Logical Wolurme 1 The volume has been mounted. 10 GB

Select the target device (hardware) from the drop-down list.|

Target device: Lacal j

The list of available virtual pools (for ESVA subsystems) or logical volumes (for
EonStor DS subsystems) will appear. Highlight (yellow) the target volume and

click Next.
Logical Yolume Logical Drive Amount Status Total Capacity
Logical Yolume 1 2 logical driveds) Crn-Line 408.44 GB
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Create a new partition or virtual volume as the source

" Select existvolurme for replication pair creation

f* Create a new volurme as the source of replication pair

Click on Next to create a new partition or virtual volume.
Create Replication Pair

Configure the parameters of the parition.

Fartition Marme: Partition §
Size: 10 B j
W Initialize Padition After Creation
= Enable Thin-Frovisioning
Minirnurn Resered Space
i Ge o |

[~ Map Parition to Host

Check the “Enable Auto Reside Ratio Setting” box if you wish and click on Next.
[~ Enahle Auto Reside Ratio Setting

This option is available for ESVA subsystems only.

Reside Tier Size Used Reside
v 1] 136.48 GB 42,3 GH 5 Gt
v 1 27296 GB 2.74 GH 5 Gt

Enter the name of the volume mirror.

Replication Pair Marme: “olurme Mirror

Select Volume Mirror priority and type.

— @ olume Mirror
Operation Priority: Marmal ¥
Violume Mirror Type: % Synchronous Mirror Asynchronous Mirmor
+ Support Incremental Recovery

Compress Data before Transmission

Femote Timeout Threshold: 30 Seconds ¥

"Support Incremental Recovery" and "Compress Data before Transmission”
are available only when the source and the target reside in different locations
(remote replication).

"Support Incremental Recovery" is always enabled for synchronous mirror; it is
disabled by default for asynchronous mirror.

"Compress Data" is supported by ESVA subsystems only and available for
asynchronous mirror only. Furthermore, enabling it requires licensing from
Infortrend.
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Select the remote timeout threshold. This option defines how long the system will
continue to try connecting with the target device when establishing a remote
replication connection. If the timeout period is longer, the remote replication
connection will become more stable due to fewer disruptions, but system
performance will be affected.

This option is available only when the source and the target reside in different
locations (remote replication).

User may click "Diagnose Network" to check on the network connection status.

| Diagnose Network |

Set the number of diagnostic packets

Humber of Diagnostic Packet: ||1DD 1-10000)

Click on Diagnose for connection status

Source Device: hodel: DS 301 GG, Mame: | 1D: 80000, IP:10.10.1.1
Target Device: model: OS 3016G, Mame:, ID: 80054, 1P:127.0.0.1
Humber of Diaghostic Packet: 100
Source Link Target Connected 1
SlotAfsH:0 Up SlotAfCH:0 OK
SlotACH:1 Dowen - -
SlotAiCH:2 Dowen - -
SlotACH:3 Dowen - -

I~ Auto Refresh {10 seconds)

Click Next. The summary will appeatr.

Summary
Mame: Yalume Sync Mirrar 2
Description:
Type: Synchronous Volume Mirrar
Priority: Marmal
Schedule: MNone

Summary of Source
Drevice: taster, 10.0.0.5
Pool Marne: Poal 1
Mame: Wirtual ¥olume Source Test]
Size: 20GB

Summary of Target
Device: Master 10.0.0.5
Pool Mame: Pool 2
Mame: Wirtual Wolume Target Test 1
Size: 20GB

Click OK. The new replication pair will appear in the list.

Name Tvpe Priority | Progress | Status Description
violume Mirrar 1 volume Mirror— |[Mormal |- Split
volume Sync Mirror 2 volume Mirror— Mormal |- tirrar
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Parameters

Priority

Specifies access priority. For example, higher priority can be
assigned to volumes serving applications and lower priority to
volumes storing archives or user data.

Synchronous /

When the synchronous mode is enabled, the host will write data

Asynchronous  tg hoth the source and target at the same time. In the
asynchronous mode, the host I/O will be allocated to the source
volume only, thus allowing higher bandwidth and optimized
performance. New data will be written later into the target in
batch, avoiding heavy I/O traffic.

Incremental Allows you to “move back” to the source volume if it recovers.

Recovery The new data accumulated in the target volume during downtime
will then be gradually copied to the source volume.

Compress If the bandwidth is not enough for asynchronous mirroring,

Data compressing data reduces the amount of 1/0.

This option impacts the subsystem performance by taking up
extra computing power.

Target For Asynchronous Mirror only. The system will take snapshots in

snapshot the target volume for every asyncing task but only the latest
shapshot of asyncing target volume will be kept.

Remote The remote timeout threshold option allows you to avoid

Timeout breaking a remote replication pair when the network connection

Threshold between the source and the target becomes unstable or too

slow. You may choose how long the controller will wait (timeout).
The replication pair will receive better protection if the timeout
period is long, but fewer interruptions impact the host
performance. The reverse is also true: shorter timeout > less
impact = more risk of breaking the pair apart.

Enabled:

Depending on the situation, the controller either splits or halts the
volume mirror when there is no network activity for the length of
the timeout period.

Disabled:

Host I/O may be impacted seriously when the network
connection becomes unstable.

This option is for remote replication pairs only. If you create a
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local replication pair, this option will be disabled.

How Remote
Timeout Threshold
Works

Stage 1: Syncing has been interrupted.

Background syncing will be stopped for the Wait (timeout) period (default: 30
seconds) and will be retried.

Stage 2: Fails to sync to the remote target.

If the target volume cannot be found, the un-synced data blocks will be marked.
The system will continue syncing the next data blocks. An event will be posted.

Stage 3: Still fails to sync to the remote target.

The system attempts to sync the marked data blocks for several times. If the
target volume is still not found, sync will be aborted and uncompleted sync data
will be marked. An event will be posted.

If the system reboots before the sync retry count reaches the threshold, sync
operation will restart after the reboot and the retry count will be reset.

Stage 4: Replication pair will be marked as abnormal

The status of the split replication pair will be updated as abnormal so that users
can avoid creating host LUN mapping via such target volume.

Viewing the
Progress

The newly created replication pair will be initialized upon creation or according to
the schedule.

The length of each process depends on the capacity of the replication pair. In
some cases, the process finishes within a matter of seconds.

i Edit Replication Pair

Fause fResume

Synchronize

When initialization has been completed, the status of the replication pair will
change into Completed.
Progress |Status Description

Cormpleted

If network connection is lost during the process, the status of the replication
pair will change into Non-Complete.
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Editing/Deleting a Replication Pair

Go to SANWatch Home > Top menu bar > Replication Manager
I!i! Replication Manager I @ Help @ Data Reload
Editing a Pair Highlight a replication pair (yellow) in the list.

Name Type Priority
Yolumenirror 3 yolume hirrar | Mormal
Yolumenirror 3 Yolume birrar | Mormal

Click Edit Replication Pair in the Sidebar.
€3 Delete Replication Fair
0 Edit Replication Pair

Pause fResume

You may change the name and priority of the replication pair and add a short
description to it.

Yalume Pair Mame: “\/DIumeMirrorS |
Description:

Operation Priority: Marmal j
Remate Timeout Threshald: 30 Seconds j
Incremental Recovery Supported

Compression: Disahled j

Deleting a Pair

Highlight a pair (yellow) in the list.

Hame Type Priority
Yalume Copy [l armal
Wolume Mirror 1 Wolume Mirrar Maormal

Click Delete Replication Pair in the Sidebar.
€3 Create Replication Pair
€ Delete Replication Fair

i) Edit Replication Pair

Deleting a volume copy pair removes the relationship between the source and
target volume: the logical volumes or pools themselves stay intact.

We recommend you to delete volume copy pairs once the volume copy task
has been completed, since the pair only serves as a reference log.
However, DO NOT remove a volume copy pair if the volume copy has not
been completed. If you do so, the target volume data will become corrupted
and thus unusable. Needless to say, the ongoing task will also be
interrupted.
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Mapping the Source or the Target to Host LUN

Go to SANWatch Home > Top menu bar > Replication Manager

IE! Replication Manager |

(9 Help @ Data Reload

Steps Highlight the replication pair (yellow).

Name

Twpe

Priority

Remotemirrar 2

Wolume Mirror

Mormal

Click Mapping in the Sidebar.
Split

B Mapping

Target Volurne Auto Mapping

Select whether to map the source or the target (mapping to the target is not
always available depending on the replication pair’s conditions)

@ Source Replication Pair for Mapping

= Target Replication Pair for Mapping

Click OK to select the channel and click on Create.
Host LUN Mapping

hap this pattition to the host or man

M CH & Target - LUN «
V0 112 a
V1 112 a

The mapping configuration window will appear.

® Create a host LUN mapping set automatically.

» Fibre 16 Gbps

ISCS1 1.0 Gbps

Customize the host LUM mapping configurations.

Fibre 16 Gbps ISCSI 1.0 Gbps
—Slot A

Channel 0 Channel 1
—SlotB

Channel 0 Channel 1

Customize the LUN Number:

Use Extended Host LUN Functionality:

Host ID/Alias
Host ID Mask
Filter Type

Access Mode
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Automatic Configuration

If you let the system create LUN mapping automatically, check it. For hybrid
models, you need to select the host type.
= Crgate a nost LUN mapping S8t automatically
= Fibre 16 Gbps ISCS1 1.0 Gops

Customize the hastLLIN mapping configurabions.

= Fibre 16 Gbps I5C51 1.0 Ghps

Manual Configuration

If you manually configure the LUN mapping, check the Customize option and
select the Channels.

# Customize the host LUMN mapping configurations.

® Fibre 16 Gbps iSCS1 1.0 Gbps

—3lot A
|#| Channel 0 [« Channel 1

—3lotB
|#| Channel 0 [« Channel 1

[#| Customize the LUN Number: | | v |

| Use Extended Host LUN Functionality:

Host ID/Alias | v |
AREE D) L |FFFFFFFFFFFFFFFF |
Filter Type [ Include v
Access Mode | Read/Wirite v

[ configure Host ID/WWN Alias |

Select the LUN number from the drop-down list.

# Customize the LUN Number 1 L

Click OK. The list of Host LUN Mapping configurations will appear in the
window.
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Heost LUN Mapping

Map this partition to the host ar manage existing LUMN mappings. -

T CH o Target LUN + HostID ~ Alias ~ Priority + Filter Tyne Access Mode ~
o 112 a -- - - Include
1 112 1] Include
-z 112 1} -- - - Include
(] 112 0 Include
| Create H Delete || Cancel |

(To delete LUN mappings, you may check the Channels and click Delete).

Using Extended ‘ Extended LUN Mapping is available only for manual configuration. ‘
LUN Mapping
(Fibre Channel) Click Use Extended LUN Functionality and enter or select the parameters.
W Use Extended Host LURN Functionality:

Haost ID/Alias 2100001B32917630 |

Host 1D Mask FFFFFFFFFFFFFFFF

Filter Type Include j

Access Mode Read/rite j

» Host ID/Alias: Specifies the host ID, referring to WWPN port name. You can

also see OUI (Organizationally Unique Identifier) of an ESVA: “00:D0:23" oui.

Note: Avoid checking the OUI while mapping host LUN.

Host ID Mask: Works as a prefix mask in hexadecimal format.

> Filter Type: Specifies whether to allow (include) WWNs or forbid (exclude)
them from accessing after filtering.

» Access Mode: Specifies the access right of LUN mapping for the host:
read-only or read-write.

» Configure Host-ID/WWN List (enabled only when Extended Host LUN
Functionality has been enabled.)

Y
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EaitHost Disias -

Alias Group Host ID i WA Controller
Alias 2101001 B32A9631C Slaot &
[ Add ] [ Edit l [ Delete ] [ Assign Group ] [ Unassign Group l [ Close ]

In the Edit Host-ID/WWN list window, click Add to create an entry and enter the
node name (WWN Name) for identifying HBA ports in SAN. An HBA card may
have one node name and multiple port names. The node name can be a
nickname such as “SQLserver_port” instead of the real name.

Add WWN

Add/Edit Host IDiAlias

HostIDilias 2100001B32917B90 =| | Add

Alias:

[ e

Click OK. Repeat the above process to create more LUN mappings especially if
you have multiple HBA ports accessing the same virtual volume (e.g., in
high-availability application).

Assigning a WWN to a Group

A WWN group allows multiple host LUNSs to be accessed in a single mask,
which becomes useful in a clustered storage server environment.

To create a group and assign a WWN to it, highlight a WWN (yellow).

Alias Group Host ID FWWAAN Controller

Alias 2100001B832917B90 SlotA

Click Assign Group and select the group from the drop-down menu.
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WIWN group
W Mameds)
HostID: 21000018329178490
Group: Graup 1 ;I [ Add

[ ok [ cone

To add a new group, click Add and enter the group name.

Mew Group |Group1 |

The group name will appear in the list.

Alias Group Host ID /WU Controller

HMias Group 1 210000183291 7890 SlotA

To unassign a WWN from a group, click Unassign Group.
Deleting a WWN Name from the List

Highlight a WWN in the list and click Delete.

Changing the Alias name

To edit the alias name of the WWN, click Edit and enter the new name.
Edit WWWN

Add/Edit Host IDVAlas

Host IDiAlias 21000018328178490

Alias: |P‘«Iias

[ 0K l[ Cancel ]

Using Extended
LUN Mapping
(iSCSI Channel)

‘ Extended LUN Mapping is available only for manual configuration.

Click Use Extended LUN Functionality and enter the parameters.

v Use Extended Host LUN Functionality:

Alias | =l
Filter Type | Include Ll
Access Mode | Read/Write ;I
Prinrity | Marmal ;I

l

[ Configure iSCSI Initiator Alias
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> Alias: Specifies a pre-configured iSCSI initiator instance. To create a new
initiator alias, click the Configure iSCSI Initiator Alias button.

» Filter Type: Specifies whether to allow (include) initiators or to forbid
(exclude) them from accessing after filtering.

» Access Mode: Specifies the access right of LUN mapping for the host:
read-only or read-write.

> Priority: Specifies access priority. For example, higher priority can be
assigned to volumes serving applications and lower priority to volumes
storing archives or user data.

Configuring iSCSI Initiator Alias

Click Configure iSCSI Initiator Alias.

Configure iSCSl Initiatar Alias -

Alias: Group Host ION: Username: Target Name: IP Address: Metmask:

| Add ‘ ‘ Edit | | Delete | | Assign Group | | Unassign Group ‘ ‘ Close

Click Add to create an entry and enter the parameters.

Host 1GN: =l A |
Alias:

Username:

Passward:

Target Marne:

Target Password:

IF Address:

Metmask:

» Host IQN: Infortrend’s storage IQN is composed of the system serial number
and 3 more digits in the following format:
ign.2002-10.com.infortrend:raid.snXXXXXX. XXX
6 digits of serial number follows “sn.”
The next 3 digits are: channel number, host ID, LD ownership.
The LD ownership digit is either “1” or “2” where “1” indicates Controller A
and“2” indicates Controller B. The IQN is in accordance with how you map
your logical drive to the host ID/LUN. For example, if you map a logical drive
to host channel 0 and AID1, the last 3 digits will be 011.

» Alias: Assign an easy to remember name for the iISCSI initiator.

» Username/Password: Specifies the user name and password for CHAP
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authentication. This information is the same as the CHAP target node name
and CHAP secret in the OS setting. The User Password (One-way, from
initiator) has to be at least 12 bytes.

» Target Name/Password: Specifies the target name and password for CHAP
authentication. This information is the same as the CHAP initiator node
name and CHAP secret in the OS setting. The Target Password (Two-way,
outbound from storage) has to be at least 14 bytes.

> IP Address/Netmask: Specifies the IP address and subnet mask, if
necessary. Multiple initiator ports on an application server can sometimes
share the same IQN.

Click OK. Repeat the above process to create more LUN mappings especially if
you have multiple HBA ports accessing the same virtual volume (e.g., in
high-availability application).

Assigning an Initiator to a Group

A group allows multiple host LUNs to be accessed in a single mask, which
becomes useful in a clustered storage server environment.

To create a group and assign an initiator to it, highlight an initiator (yellow).

Click Assign Group and select the group from the drop-down menu.
Host 1D 2101001 B32A9631C
Group: |Gruup 1 Ll | Add |

To add a new group, click Add and enter the group name.

MNew Group |Gr0up1 |

The group name will appear in the list.

To unassign an initiator from a group, click Unassign Group.
Deleting an Initiator Name from the List

Highlight an initiator in the list and click Delete.

Editing the Initiator

To edit the configuration of an initiator, click Edit.
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Switching the Roles of a Replication Pair

You may swap the roles (source and target) of a replication pair.

Notes

» To switch the roles, you need to split the replication pair. Make sure there is
no important data transaction going at the moment.

» In areplication pair, the target must have the equal or more capacity than the
source. Therefore, to switch the roles properly, it is best that the source and
the target pair have the same amount of capacity.

Go to

SANWatch Home > Top menu bar > Replication Manager

I.fi! Replication Manager I @ Help @ Data Reload

Step 1: Splitting the
Replication Pair

Highlight a replication pair.
Replication Pairs:
Hame Type Priority | Progress

Wolurme Mirrar 1 Wolurme Mirrar Marmal

Click Split in the sidebar.

Asynchronize
e Split
E3 Mapping

The replication pair status will change into Split.

Progress | Status Description

Split

Step 2: Switching
the Roles

While the highlighted pair has been split, click Switch in the Sidebar.
[Z3 Mapping

Target Volume Auto Mapping

&R, Switch

The source and the target will swap their roles. After completion, click
Information to confirm the new parameters.

@ Informatian

4 Metwark Diagnostic Tool

€3 Create Replication Pair
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Syncing a Replication Pair

You may (manually) synchronize the replication pair when you have to perform
incremental data recovery: to repair the damaged content of the source pair, the
target data will be copied (synced) into the source.

Notes » Sync/Async applies to a replication pair that has already been split. Make
sure there is no important data transaction going at the moment.
» Synchronous mirror is NOT recommended over WAN connections as high
I/O latency may cause the process to fail.
Go to SANWatch Home > Top menu bar > Replication Manager

I.fi! Replication Manager I @ Help @ Data Reload

Syncing the Pair

Highlight a replication pair.
Replication Pairs:

Name Type Priority | Progress

Wolurme Mirrar 1 Wolurme Mirrar Marmal

Confirm that the status has been Split.

Progress |Status Description

Split

Click Synchronize in the Sidebar.
Pause | Resume
< Synchronize
S Asynchronize
Split

The source and the target will be synced and the status will go back to normal.

Progress |Status Description

Iirrar
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Using the Incremental Recovery Option in Asynchronous Mirror

The Incremental Recovery option allows you to “move back” to the source
volume if it recovers. The new data accumulated in the target volume during
downtime will then be gradually copied to the source volume.

This option affects the 1/0 performance and takes up extra space in the

target volume due to the meta data to keep track of the difference.

Conditions

When creating a volume mirror, select the volume mirror type as “Asynchronous
Mirror” and enable “Support Incremental Recovery.”

You also have to be remindful of the source volume condition:

» If the source volume is still missing, you can map the target volume to the
host and keep the data difference between the source volume (normal
asynchronous mirroring).

» If the source volume recovers, you have to switch the source and target role
first, and then start asynchronous mirroring. See below for detailed steps.

» The target volume must be unmapped.

Go to

SANWatch Home > Top menu bar > Replication Manager

I!fi! Replication Manager I @ Help @ Data Reload

Step 1: Splitting the
Replication Pair

Highlight a replication pair.
Replication Pairs:
Hame Type Priority | Progress

Wolume Mirror 1 Wolume Mirrar Mormal

Click Split in the sidebar.

Asynchranize

=3
[Z3 Mapping

The replication pair status will change into Split.

Progress |Status Description

Split

Step 2: Switching
the Roles

While the highlighted pair has been split, click Switch in the Sidebar.
3 Mapping

Target Volume Auto Mapping

%

The source and the target will swap their roles. After completion, click
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Information to confirm the new parameters.
@ Information
4 Metwark Diagnostic Tool
€3 Create Replication Pair

Step 3: Recovering
the Pair

The source volume has become the target, and the target volume becomes the
source.

Click Asynchronize in the Sidebar.
Zrs Synchronize
G Asynchronize
Snlit

Wait until the status becomes Async.

Progress |Status Description

Async

Start the asynchronous volume mirror process. Then original source volume will
receive the incremental difference form original target and keep each other
synced.

Select the Role Switch function again. The original source volume will go back
to the source of the volume pair, completing the recovery process.

The incremental recovery process can be applied only once per pair.
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Configuring Automatic Failover for Remote Replication

The automatic failover function helps achieving continuous data transaction
when a replication pair gets broken. When the host (recovery) agent fails to
locate the source volume of a replication pair due to a disaster such as power
outages, it will try to map the target volume to the host for failover. Because the
target volume is a copy of the source, users can continue their operations using
the data on the target side.

Because the failover job is engaged by the agent and needs the mapping
operation, it will still cause downtime on the host for seconds or even
minutes (depends on the environment).

Note

This feature is available when all of the following conditions have been met:

Remote replication pairs, not local replication pairs

Volume mirror pairs, not volume copy pairs

Volume mirrors pairs with source volumes already being mapped

This feature is available only for synchronous volume mirror tasks, with
in-band configurations (in Data hosts) completed on both the source and
target sites. Check Adding a Host for reference.

YV V V V

Go to

SANWatch Home > Top menu bar > Replication Manager

I.!:i" Replication Manager | @ Heip (© Data Reload

Steps

Highlight a replication pair.
Replication Pairs:

HName Type Priority | Progress

Yolume Mirrar 1 Volume Mirrar Marmal

Click Target Volume Auto Mapping in the Sidebar.
3 Mapping

E@ Target Valume Auto Mapping

&2, Switch

Select the host agent for configuring auto failover and click Next.

Target Volume Auto Mapping

Select the Host Agent for Auto Mapping
Select the agent(s) and enable auto mapping.

Data Host Agent IP Address Summary of Settings

1722411079 -

The Auto Failover configuration window will appear.
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Target Yolume Auto Mapping
Gonfigure the host LUN mapping setiings such as auto mapping for the target valume pair.

I~ Enahle Auto Mapping for the Target Volume

CheckBnurceanumefanaiIurea'|3D Seconds d
—Select LUN Mapping Set{s) for the Target Volurme
¥ Select CH Target LUN Host ID Alias | Group Priority Access Mode
I3 1] 112 Default Default Readiditite
I3 1 112 Diefault Diefault Readiditite
I 2 112 Default Default Readtirite
I 3 112 Default Default Readniite
[ add | [ Delete

» Enable: Check this box to enable or disable auto failover (mapping).
[~ Enable Auto Mapping for the Target Volume
» Check Period: Specify the length of the timeout period for pausing and
retrying the sync operation when it fails.

Check Source Yolume furFaiIures:| 30 Seconds Ll

» LUN Mapping List: Select the LUN mapping for the target volume. You may
create a new LUN mapping (see the next step) by clicking on Add.

| Add

» Trigger a File (optional): Check this box to run a script or program after
mapping the target volume to the host. For example, you may run a scanning
script file.
™ Run an Executable File after Mapping the Target Yolurme to the Host

To add a new LUN mapping, click Add.

| Add
The LUN mapping window will appear. For details of LUN mapping creation,
refer to the Mapping section.
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{* Create a host LUN mapping set automatically.
% Fibre Channel ¢ iSCSI

 Customize the host LUN mapping configurations.

—SlotA
I~ Channel 0 I~ Channel 1 I~ Channel 2 I~ Channel 2

—5SlotB
I~ Channel 0 I~ Channel 1 I~ Channel 2 I~ Channel 2

[~ Custornize the LUN Number: | Ll

[~ Use Extended Host LUN Functionality:

Host ID/Alias | =
[FIBID Dt |FFFFFFFFFFFFFFFF |
Filter Type | Include Ll
Arcess Mode | Read/wiite =
Friarity | Marmal ;I

[ Configure Host ID/WWN Alias l

Click OK. The “Auto Map” column shows the current Auto Failover (Mapping)
status of the replication pair. (Empty means no setting has been configured).
Replication Pairs:

Name Type Priority | Auto Map
Rernotenirrar 1 yolurme biror— Mormal |Enabled
Rermotemirrar 2 yolumme Miror |Mormal |-

Remote replication and disk roaming cannot be executed between EonStor
DS and EonStor GS.
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Notifying Users of System Events

The following notification services are available:

»

YV VYV VYV VVYVY

Phone Home: Notify Infortrend service center of critical events through an
email message (ESVA subsystems only).

Email: Notifies users through an email message.

Fax: Notifies users through a fax message.

SMS: Notifies users through an SMS mobile phone message.

MSN: Notifies users through an MSN computer chat message.

SNMP: Natifies users through SNMP protocol.

Broadcast: Sends notifications via LAN networks.

Log: Notifies users by sending system logs via email.

Plugin: Activate user-specified applications when a system event occurs.
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Activating Notification Settings

Go to

SANWatch Home > Top menu bar > Settings > Notification Settings

Systern  Seftings  Language  About

W'Del rotiication Settings

[e. Device Password Settings

Steps

The Notification Settings will appear in the main window, showing email
notification settings by default.

Notification Settings X

Matification

RAID Event
25

Mone

Receiver Name Receiver Email Address

(Mo Recipienty

[ Import Settings ][ Export Settings ][ oK ][ Cancel ]{ Apply 1
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Notifying via Phone Home (ESVA subsystems only)

The Phone Home feature allows critical events will automatically be delivered to
Infortrend service center.

Go to

SANWatch Home > Top menu bar > Settings > Notification Settings > Phone
Home tab
{€yPhone Home | [@]EMAIL | ClFax

Configuring Phone
Home

Check Enable Phone Home Service.

Enable Phone Home Service

Choose Enabled from the Daily Heart-Beat Check drop-down menu if you want
to deliver a system health report back to Infortrend on a daily basis.

Daily Heart-Beat Check: Enabled ¥

Enter the SMTP server’s IP address and port number through which you wish to
deliver the Phone Home package. Choose SSL from the Security drop-down
menu if you want Email to be transmitted in encrypted format.

SMTP Server:
SMTP Port: 125
Security: None ¥

Enter a valid email account, password, and address.
Account:
Password:

Sender Email;

Fill in your company name, contact person (system administrator), and a phone
number with which Infortrend can contact you.

Company Name:

Contact Person:

Contact Phone Mumber:

Click Send Information Back to send the health report back to Infortrend
immediately. Click Test Phone Home to test the validity of your Email account
and the contact with Infortrend’s service center. You should be able to receive
an Email reply.

[ Send Information Back ] [ Test Phone Home

‘ Infortrend does not have access to the data in your ESVA subsystem.
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Notifying via Email

Email notification automatically sends an email message to users when a
system event occurs.

Go to

SANWatch Home > Top menu bar > Settings > Notification Settings > Email tab

L e (e

Adding a new email
receiver

Enabling Notification

Check Enable Email Naotification.

[V Enahle Email Motification

Configuring Email Sender Settings

Enter the sender parameters in the Email Settings corner.

— Email Settings
Severiy: | Motification ;I
Mail Subject \RAID Event

SMTF Server: |

SMTF Port: 25

Fassword: |

|
|
|
Account: | |
|
|

Sender Email |

Configuring Email Receiver Settings

To add a new email receiver, click Add in the Email Receiver Settings corner.
add || Edit || Delete

Enter the parameters and click Add to confirm.

Email Address |receiver@emai|.com |

Severity, | Motification ;l

The new email receiver will appear in the Email Receiver Setting corner.

Email Receiver Settings

Receiver Name Receiver Email Address Severity

Ernail Receaiver 1 receivar@amail.com Motification

add || Edt || Delete

Completing the Configuration

» Click OK to confirm and close the Natification Settings.

» Click Cancel to reset the entered parameters.

» Click Apply to confirm the entered parameters and continue configuring
other notifications.

0K ] [ Cancel ] [ Apply
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Parameters

Email Address

Specifies the email address of the receiver.

Severity > Notification

Notifies users whenever a system event occurs.

Severity > Warning

Notifies users of all warning and critical messages.

Severity > Critical

Notifies users only when critical issues occur.

SMTP Server Specifies the SMTP mail server name. Example:
infortrend@smtp.com

SMTP Port Specifies the SMTP mail server port number.

Account If sending an email requires logging into an
account, specifies the account name.

Password If sending an email requires logging into an

account, specifies the password.

Sender Email

Specifies the sender email address.
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Notifying via Fax

You need to install the following modules to your computer before using this
feature.

» Windows Messaging (MAPI) in Windows environment (software module)
» One modem port compatible with FAX Command Class 2.0 (hardware
module)

Go to

SANWatch Home > Top menu bar > Settings > Notification Settings > FAX tab
[e]EMAIL | ClFax | (S]SMS

Adding a new FAX
receiver

Enabling Notification

Check Enable Broadcast Notification.

v Enahle Fax Motification

Configuring Fax Settings

Specify the severity and the fax queue size in the Fax Settings corner.
Fax Settings

Severity: Natification j

Aueue Size: 1

Click Add in the Fax Receiver Setting corner.

add | [ Edit || Delete

Enter the parameters and click Add.

Receiver Telephone Mumber | |

External Line : j
Delay (Seconds) © 1 ﬂ
Severiy: Maotification j

The new fax recipient will appear in the SNMP Receiver Setting corner.
Completing the Configuration

» Click OK to confirm and close the Natification Settings.

» Click Cancel to reset the entered parameters.

> Click Apply to confirm the entered parameters and continue configuring
other notifications.

0K l [ Cancel l [ Apply
Parameters Receiver Telephone Specifies the Fax number, including the country
Number code. Example: 14085555555
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Queue Size

Specifies the fax queue size.

External Line

Sends out an outside line dial tone before the fax
number. Range: 0 to 9.

Delay (Seconds)

Specifies the interval between the outside line dial
tone and the fax number in seconds. Range: 1 to 9.

Severity > Notification

Notifies users of all events.

Severity > Warning

Notifies users of all warnings and critical events.

Severity > Critical

Notifies users only when critical issues occur.
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Notifying via SMS

You need to install one GSM modem to your computer for using this feature.

The following modems are tested to comply with SANWatch.

> Siemens TC35
» Wavecom Fast Rack M1206

Go to

SANWatch Home > Top menu bar > Settings > Notification Settings > SMS tab
LlFax | (5] SMS | [/{MSN

Enabling Notification

Check Enable SMS Notification.

¥ Enahle SMS Motification

Configuring SMS Sender Settings

Enter the sender information and specify the severity.

— SMS Settings
Severity: Maotification j
COM Port: 1
Fin Code:
Motification Period: 5000
MNumber of Retries: 3

Configuring SMS Receiver Settings

Click Add in the SMS Receiver Setting corner.

[ add || Edit || Delete |

Enter the parameters and click Add.

Receiver Cell Phone Mumber + 1 - |999999999| |

Severiy: Matification j

A new MSN recipient will appear.

SMS Recelver Settings

Receiver Name Receiver Cell Phone Number Severity
SMS Receiver 1 1-999999999 MNofification
add || Edt || pelete |

Completing the Configuration

» Click OK to confirm and close the Notification Settings.

» Click Cancel to reset the entered parameters.

> Click Apply to confirm the entered parameters and continue configuring
other notifications.

0K l [ Cancel l [ Apply
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Parameters

Receiver Cell Phone
Number

Specifies the phone number, including the country
code, to which the SMS message will be sent.
Example: +1-4085555555

Severity > Notification

Notifies users of all events.

Severity > Warning

Notifies users of all warnings and critical events.

Severity > Critical

Notifies users only when critical issues occur.

COM Port Specifies the port number to which the message
will be sent.
Pin Code Specifies the PIN Code of the phone.

Notification Period

Specifies the notification period of the SMS
message.

Number of Retries

Specifies how many times the SMS will be resent in
case it does not reach the receiver.
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Notifying via MSN

You need to have a valid MSN or hotmail account to use this feature. Notices

will be sent to a Skype installed device.

Go to

SANWatch Home > Top menu bar > Settings > Notification Settings > MSN icon

Adding a new MSN
receiver

Enabling Notification

Check Enable MSN Notification.

¥ Enahle MSMN Motification

Configuring MSN Sender Settings

Enter the sender account (username and password) and specify the severity.
MM Settings
Severity: Motification j

Sender MSM Username:

Sender MSM Password:

Configuring MSN Receiver Settings

Click Add in the MSN Receiver Setting corner.

add || Edit || Delete

Enter the parameters and click Add.

MEM Account: |test@hmmail.com |
Severity: Motification j

A new MSN recipient will appear.

MSH Receiver Settings

Receiver Hame Receiver MSN Username Severity

MM Receiver 1 test@hatmail com Notification

add | [  Edit || Delete

Completing the Configuration

» Click OK to confirm and close the Notification Settings.

» Click Cancel to reset the entered parameters.

» Click Apply to confirm the entered parameters and continue configuring
other notifications.

0K l [ Cancel l [ Apply

Parameters

MSN Account Specifies the MSN chat account name. Example:
Infortrend@hotmail.com.
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Sender MSN Account

Specifies the MSN chat account name of the
sender. Example: Infortrend@hotmail.com

Sender MSN Password

Specifies the password for the sender MSN
account.

Severity > Notification

Notifies users of all events.

Severity > Warning

Notifies users of all warnings and critical events.

Severity > Critical

Notifies users only when critical issues occur.
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Notifying via SNMP

SNMP (Simple Network Management Protocol) is a network protocol used to monitor

network-attached devices.

Go to SANWatch Home > Top menu bar > Settings > Notification Settings > SNMP tab
(/5MSN | [I[jsNmP | (j"Broadcast
Adding a new Enabling Notification

SNMP receiver

Check Enable SNMP Notification.

[ Enable SNMP Motification

Configuring the Local Side

Select the severity and enter the IP address of the local side.
ShMP Settings
Severity: Matification j
SNMP Local IP Address: 172.10.2.222 |

Configuring the Remote Side

Click Add to add a new SNMP receiver.

I Add I[ Edit | [ Delete |

Enter the parameters and click Add.

Receiver IP Address |192.168.4.133| |
Severity: Maotification j

The new SNMP recipient will appear.

- BNMP Receiver Setlings
Recefver Name Receiver IP Address

SHMP Trap Receiver 1 1892.168.4.133

Severity

Motification

Add

J

Edit

l [ Delete

Completing the Configuration

» Click OK to confirm and close the Notification Settings.
» Click Cancel to reset the entered parameters.

» Click Apply to confirm the entered parameters and continue configuring other

notifications.

0K ] [ Cancel ] [ Apply

Parameters

Receiver IP Specifies the IP address of the SNMP receiver.
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Example: 192.168.4.133

Severity > Notification

Notifies users of all events.

Severity > Warning

Notifies users of all warnings and critical events.

Severity > Critical

Notifies users only when critical issues occur.

SNMP Local IP

Specifies the IP address of the SNMP sender. Example:
192.168.4.133
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Notifying via Broadcasting

Broadcasting sends notifications via LAN networks.

Go to

SANWatch Home > Top menu bar > Settings > Notification Settings >
Broadcasting tab

|:‘|:]j SNMP E;"Broadcast Log

Adding a new
Broadcasting
receiver

Enabling Notification

Check Enable Broadcast Notification.

¥ Enahle Broadcast Motification
Configuring Settings

Click Add in the Broadcast Receiver Settings corner.

| add || Edt || Delete

Enter the parameters and click Add.

‘ The host name must be entered as an email address.

Receiver Host Mame |Host@email.cum |

Severity: Matification j

The new Broadcast recipient will appear.

Broadcast Receiver Settings

Receiver Name Receiver Host Name Severity

Broadcast Receivar 1 host@ernail.corn Motification

add | [ et | [ Dpelete

Completing the Configuration

» Click OK to confirm and close the Notification Settings.

» Click Cancel to reset the entered parameters.

» Click Apply to confirm the entered parameters and continue configuring other
notifications.

0K ] [ Cancel ] [ Apply

Parameters

Receiver Host Name Specifies the email address of the receiver.

Severity > Notification Notifies users of all events.

Severity > Warning Notifies users of all warnings and critical events.
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Severity > Critical

90

Notifies users only when critical issues occur.
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Sending System Log to Users

Users may periodically receive system log information by emails.

Steps

Click the Log tab in the Natification Settings menu. (The log notification setting
appears by default when you activate the Notification Settings.)

T (o

Check Enable Log Notification.

[+/] Enable Log Nofification

Enter the notification parameters.

Startup Status: | Disabled ;I

SHMTP Server: |

SMTF Port 25

Account: |

Sender Email: |

Feceiver Email: |

Fassward: | |

Motification Period (Hours): |1

Completing the Configuration

» Click OK to confirm and close the Noatification Settings.

» Click Cancel to reset the entered parameters.

» Click Apply to confirm the entered parameters and continue configuring
other notifications.

oK || cancel | [  apply

Parameters

Startup Status Enables or disables the log notification.

SMTP Server Specifies the SMTP mail server name. Example:
infortrend@smtp.com

SMTP Port Specifies the SMTP mail server port number.

Account If sending an email requires logging into an
account, specifies the account name.
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Password

If sending an email requires logging into an
account, specifies the password.

Sender Email

Specifies the email address of the sender.

Receiver Email

Specifies the receiver’s email address.

Notification Period

Specifies how frequently the log will be sent to the
receiver.
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Activating Applications upon Events

You may activate user-specified applications when a system event occurs.

Steps Copy the plug-in executable file into the folder. Example: Application.exe (in
case of Windows)

Activate the Notification Settings.

Click the Plugin tab in the Notification Settings menu. The Plugin setting will appear.
g:“ﬁmm:ast Lng Plugin

Creating the Plug-in

Click Create Plugin in the Plugin corner and enter the details of the plugin
program.

Create Plugin l [ Delete Plugin l

Description of Plugin |

Flugin Label

Application Program j

Creating the Receiver

Click Add to show an input field dialog box. Enter the configuration string to be
read when the application program starts. A configuration argument may look
like this:

"\plugin\userprogram.exe uid=xx model=XxX-XXX IP=XXX.XXX.XXX.XXX
ctrirName=N/A severity=1 evtStr="Evt String" recv="customized string"

- Plugin Receiver Settings

Receiver Data
Parameters Plugin Description User-defined description of the plugin program
Plugin Label User-defined title of the plugin program
Application Program The list of application programs stored in the

plug-in subfolder
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Working with Devices

D

[EL Davice List 0 Subsystem Information
Default Group
Bl DS 3024
£l Logical Volumes Model: DS 3024RTEB Status: @ox
i 53D cache pool IP Address: 172.24.110.36 Recent Events:
- Drives service ID: 524377 (0x80059) £\ Error 39
-4 Channels Controller ID: 524377 (0x30059) /A Warning: 27
Data Hosts

Firmware Version: 5.55C.08

: Detail Information Mew...
-E8 schedules -
ya4 Performance OCapanity
|_| Enable Performance Monitoring
CPU Me.. e Throughput OPS
[ | 10 Total Capacity: 6.13 TB
05
Used Space: 6.13 TB (100%)
0o

| 250 200 150 100 50 now(sec) M Available Space: 0 MB (0%)

0% 0% M Read: 0.00 WM Write: 0.00 (MBfs
% ":Jf" Cuick Setup S<u  System Settings
4 Follow the step-by-step setup wizard to configure the Configure generic system parameters.

hard drives inside the selected device.

Enclosure View
See the detailed information of enclosures connected to

the system.

Event Log
View the system events and device operation logs.

System Maintenance

Information View the total Isplated L aical Drive(s), applicable
View the total System Information and applicable Invalid Host LUN Mappina(s) and Other(s).
License Infarmation

This chapter describes how to view and configure hardware parameters of a device, including system

performance, event log, hard disk drive configuration, and invalid/isolated logical drive and host LUN
settings.
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Viewing the Overall Status

The status of each device (RAID system or JBOD expansion enclosure) is
summarized in the Subsystem Information page, where you can quickly grasp
the hardware configuration, performance, storage capacity.

Go To

SANWatch Home > Device sidebar > device name

[§. Device List

Default Group

-l DS 3024

B2} | ogical Volumes
j 55D cache pool
w Drives
e, Channels
-5 Data Hosts

Viewing the
Subsystem
Information

The device status will be summarized in the Status corner.

0 Subsystem Infermation

Model: DS 30165 Status: @ (8]
IP Address: 10.10.1.1 Recent Events: Mo Event
Service ID: 524301
h Controller ID: 80000
Firmware Version: 5110112
Host Board: FC 8G(slot A--)
Al Performance va(:apacity

[¥ Enahle Performance Manitaring

CPU Memory = Throughput = I0FS
10 Total Capacity: 2.66 TB
a5
Configured Space: 1.48 TB (5
0.0
LE L 260 200 480 40D S0 nondsec) B Available Space: 1.08 TB (42%)
1% 0% W Read: 0.0 W Write: 0.0 ( MB/s)

Hardware Configurations

The basic system configurations and overall system status will be listed in the
Subsystem information corner. You can see the model name, IP address,
controller ID (might be required when receiving technical support), and firmware
version.

Model: D5 3016G
IP Address: 10.10.11

. Service ID: 524301
Contreller ID: 000D
Firmware Yersion: 511112
Host Board: FC 8G(slot A--)

Events

Most recent system events will be listed in the Recent Events corner. To view all
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past events, click the Event Log menu in the Tasks corner.

Status: & ok
Recent Events: Mo BEvent
Event LDQ

Yiewy the system events and device operation logs.

Performance Monitor

Check the Enable Performance Monitoring checkbox to see the CPU/memory

usage and read/write throughput.

The Performance Monitor is disabled by default to save system resources.

ﬂ Performance

¥ Enahble Performance Monitoring
CPU Memary & Throughput 0 10PS

10

05

oo
250 200 180 00 S0 novaized)

0% 0% B Read: 0.0 B Write: 0.0 { MB/s)

You may also click Device List in the top-left corner to view the summary of
system performance in the Device Status list view.

CFU: 0% Read: 0.00 MB/s

DS 3016G 0K v
feom @ Memorg 0% ‘Write: 0.00 MB/s

Storage Capacity

See the amount and ratio of used (configured) capacity and the remaining
(available) capacity.

&Dcapaciw

Total Capacity: 2.56 TB

Configured Space: 1.48 T8 (5...

Available Space: 1.08 TB (42%)

You may also view a quick summary in the Device Status list view.

&’Capaciw
Free: 1.08TB Total: 2.56 TH

Usage: aifh
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Changing Login Passwords

You can modify the default login password or set a new password for logging
into SANWatch management host or accessing storage subsystems.

Go to SANWatch Home > Top menu bar > Settings > Password Settings

System  Settings Language  About

Maotification Settings

MM bocoword Setfings

Changing Select the Management Host tab, click Change Password, and then change the
SANWatch Login login password of the SANWatch management host.
Password Management Host Subsystem

Currently Connected Management Host

IP Address: 127.0.0.1

Change Password

Assigning a Once you set up a password for the subsystem, you need to enter it
Password to a whenever you try to access or configure the hardware setting for that
Subsystem subsystem.

Select the Subsystem tab. The list of subsystem passwords are listed.

t Host Subsyst

Available SubsystemsiAgents

Model Hame IP Address Tvpe Saved Password
127.0.01 In Band
127.0.0.1 In Band Wrong Fassword
[ Edit Password
Highlight the storage subsystem from the list and click the Edit Password
button.
Edit Password

Enter the new password.

Set Subsystem Password

Set Subsystemn Password

Subsystern Passwoard: | |

After specifying a password, when you try to access the hardware device page,
you will be asked to enter the password.
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rH.Iﬁli-
& Device List

- Master

g Diive s

W Channels

" In-Band Hosts

Enter Subsystem Password

Please enterthe password to enable configuration of this device.

Subsystermn Passward: |u" |

[~ Save Password

[ 114 l [ Cancel

Note To reset the passwords, restore factory settings.
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Monitoring System Performance

You can see the current system performance in a glance from the device home
page. The System Information corner allows you to see further detailed
information including controller throughput and cache usage.

Because status monitor affects system performance, the monitoring
functions are disabled by default.

Overall System

Go to SANWatch Home > Device sidebar > device name.

Performance BEvice T —
|§. Device List
Default Group
DS 3024
E_ELDgicaIVolumes
jSSD cache pool
E"-Schedules
Check the Enable Performance Monitoring checkbox to see the CPU/memory
usage and read/write throughput.
The Performance Monitor is disabled by default to save system resources.
aa Performance
¥ Enahle Petfarmance Monitoring
CPU Mernary & Throughput  I0PS
1.0
0.5
oo
250 200 150 00 S0 nowwsec)
0% 0% B Read: 0.0 BWrite: 0.0 { MBIs)
Controller Click System Information in the Tasks corner.

Performance and
Cache Usage

m Infarrmatian
“iewy the totdl System Information pnd spplicable License Informstion.

Select the Statistics tab in the System Information screen that appears.

System Information

Summary Status Configuration List

Check the item you want to monitor; Controller Read/Write performance and
cache usage (dirty cache).
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Operation Description

Value

Graph

[¥ PFrimary Controller Disk Readd®irite Performance (MBfsec)

0.0

10

a5

oo

[V Secondary Controller Disk Readtirite Performance (MBI/sec)

0.0

10

as

oo

[ Dirty Cache (%)

0.0

10

as

on
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Viewing the Hardware Status LED

The Enclosure View gives you a quick overview of the currently installed
hardware modules (hard drives, power supplies, controllers) in the device as
well as the hardware status LEDs.

For precise definition and status of the hardware modules and their LEDs,
refer to the hardware manual.

Go To

SANWatch Home > Device sidebar > Device List > device name> Tasks corner

[E. Device List Default Graup

-l DS 3016(FC 8G)
¥ - .
Logical Yolumes

o Ditives
W Channels
-3 Data Hosts

[ schedules > REES

Enclosure View

Click Enclosure View in the Tasks corner.

-  Enclosure Yiew
See the detailed information of enclosures connected to

the system.

The front/rear view of the device will appear. Each circle (green/red) indicates
an LED indicator.

To have a quick view of a hardware module's info, hover your mouse over the
module, and the info will be displayed in a tooltip.

Slot: 1, (Channel: 4, ID: 0) SSDSA2SHO64GLGC (SATA 5500
Status: On-Line Drive, Size: 59.37 GB, Speed: 300MB
Rewision Number: 8862

Logical Drive: 4DF35352

Life Remaining: 99%

"Life Remaining" is available for SSD drives only.
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Hard Drives (Front View)

2] .
> g : Currently installed
> [Z] : Currently uninstalled or in an error state

Power Supplies (Rear View)

: The LED on the left side indicates the power supply

status LED. The two LEDs on the right side indicates the cooling fan status

LEDs.

Controllers (Rear View)

50 O
oooomO Il

I
[T}
=

: The six LEDs indicate controller status LEDs.

1. Ctrl Status 4. CBM Status

2.C_Dirty 5.HstBsy 1 2 3
3. Temp. 6.DrvBsy o o O
O OO0
4 5 6
Name Color Status
Green indicates that a RAID controller is operating healthily.
1.Cul Green/ Amber indicates that a component failure has occurred, or
Status Amber inappropriate RAID configurations have caused system faults. It
is also lit during the initialization process.
Amber indicates the following:
- Cache Memory is dirty.
- Data in flash backup module is being flushed to cache.
2. C_Dirty Amber - Errors occurred with cache memory (ECC errors).
- Data is being flushed from flash backup module to drive
(when power is restored).
- Battery voltage is lower than 2.5V.
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- Battery temperature reading is abnormal (out of the 0 to 45°C
range).

- Battery is not present.
OFF indicates that the cache is clean, and that the battery
backup unit is capable of sustaining memory in case of power
loss.
Blinking Amber indicates cached data is being transferred to
the flash module after the occurrence of a power outage. Once
the transfer is done, all LEDs will turn off.

This signal is local to each controller.

Amber indicates that the detected CPU/board/chassis

temperature has exceeded the higher temperature threshold.

3. Temp. Amber

OFF indicates that the detected temperature reading is within the

safe range.

Green steady on indicates the CBM module is ready. Both a BBU

and flash modules are present.

Amber steady on indicates CBM failure, meaning either BBU or
4. CBM Green/

flash has failed. When lit, it also indicates either BBU or a flash is
Status Amber o

missing in a redundant-controller system.

Blinking means a BBU is being charged.

OFF means BBU is not installed in a single-controller “G” model.
5. Hst Bsy Green Blinking Green to indicate traffic on the host bus.
6. Drv Bsy Green Blinking Green to indicate traffic on the drive channels.
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Viewing System Information

The System Information screen shows you the current status and configurations
of the device (system).

Go To

SANWatch Home > Device sidebar > Device List > device name> Tasks corner

[£. Device List

Default Group

E-fim DS 3024
H Logical Volumes

! 58D cache pool
e Drives

Sk, Channels

Data Hosts

=] Schedules
= R J—

Steps

Click System Information in the Tasks corner.
m Infarmatian
Yiewy the total System Information and applicable License Informstion.

The system information screen will appear.

Swmay | Sius | Siasics | Conaontis

Device Description
Contraller Cache:2048MB (ECC DDR), Firmware:5.111.12, Boot Record:2. 224, Serial Mumber84 26476 (Ox8093EC)
Channel Channel 0 {(Host, Fibre, Speed:8.0 Ghps)
Channel Channel 1 (Host, Fibre, Speed--)
Channel Channel 2 {(Host, Fibre, Speed:--)
Channel Channel 3 (Host, Fibre, Speed--)
Logical Drive ID:40296E98, RAID 1, 136.48 GB
Logical Drive ID:EBSAF43, RAID 1, 136.48 GB
Logical Drive ID:a79052F0, RAID &, 272,98 GB

Logical Yolurme ID:119716YFOG0SB3EA, 409 44 GB

LU CHID:0, BCEID:112, LUN Set0
Lum CHID:, SCSIDT12, LUN Setn
LU CHID:2, BCEID112, LUN Set0
Lum CHID:E, SCSIDT12, LUN Setn

The Entire System Configuration

To view all system information (settings) at once, select the Configuration List
tab.
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Controller/Cache Status

To monitor controller throughput and cache usage (dirty cache), select the
Statistics tab and check the item you want to monitor.

You can monitor the overall system throughput and storage capacity usage
from the Device home page screen, in the Performance corner.

System Information x

Primary C

Secondary Controller Disk Read/\Write Performance (MB/sec)

Dirty Cache (%)

Temperature/Voltage

To monitor the voltage and temperature of the device, click the Status tab.

When the voltage/temperature reaches preconfigured thresholds, an event
message will be sent to notify the user of potentially hazardous situation.
You can change the threshold settings from the System Settings link in the
Tasks corner.
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System Information

I oo N

Device Name Value Status ~
Total Cache Size 8192MB (ECC DDR)
Firmware Version 511G.20
Boot Record Version 2.22A
Serial Number - Slot A (Primary) 5426463 (0x8093DF)
Serial Number - Slot B (Secondary) 8426458 (0x3093DA)
CPU Temperature 415C Temp. within safe range
Controlier Temperature(1) 410C Temp. within safe range
Controller Temperature(2) 570C Temp. within safe range
Controlier Temperature(3) 480C Temp. within safe range
+5VValue AV “Yoltage within acceptable range
+12V Value 1201V Voltage within acceptable range
Cache Backup Module Cache Backup Module charging OFF (battery fully charged)
ISCSI 1G ISCEI 1G functioning normally
CPU Temperature(Redundant) 3|0C Temp. within safe range
Controlier Temperature(1)(Redundant) 375C Temp. within safe range

Controller and Channel Settings

To view the current controller and channel configurations, select the Summary
tab.

System Information

sommer - | N N

Device Description

Controller Cache:8192MB (ECC DDR), Firmware:
Channel Channel 0 (Host, LAN, Speed:Negotiat
Channel Channel 1 {Host, LAN, Speed:Negotiat
Channel Channel 2 (Host, LAN, Speed—-)
Channel Channel 3 (Host, LAN, Speed—-)
Logical Drive ID:4103F611, RAID 5, 837.87 GB
Logical Volume ID:1570BF126107609F, 837.87 GB

To configure channel settings, click the Channels link in the sidebar.

ISTpEvice

[§. Device List

Default Group

- fem DS 3024
E] Logical Violumes

’ SSD cache pool
e Drives

™, Channels

Data Hosts
-EE] Schedules
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Resetting/Shutting Down the System

Resetting/Shutting Down the System

There are several ways to reset all or part of the system (device).

» Shutting down the device (RAID subsystem or JBOD)
» Shutting down the controller
» Resetting the controller

Before resetting or upgrading the subsystem, make sure you finish all
current tasks and save the configuration settings if necessary.

Saving System
Settings

Go to SANWatch Home > top menu bar > System > Export System Information.

The list of connected devices (RAID or JBOD) will appear. Check the device
and click OK.

Export System Information

Selectthe devices for exporing their system infarmation.

[": Device Name Model Name IP Address

r D5 3016G 10,1011

The system information can be downloaded into a local folder in Zip format (text
format).

To view the system information on screen, click System Information in the
Tasks corner.

‘ i i Infarmation
“iewy the total System Information and spplicsble License Informstion.

Shutting Down the
Device (Enclosure)

Go to SANWatch Home > top menu bar > System > Shutdown Device.

The list of connected devices (RAID or JBOD) will appear. Check the device

you want to shut down and click OK.
Shutdown Device

Selectone or more devices to shutdown,

Available Devices

[ Name « Model + IP Address « JBOD «

r D3 3 GG 101011 1]

Currently used storage volumes will become unavailable for hosts and
users after shutting down the device (The user data inside the device will
remain intact)

107



SANWatch Web-Based Interface

Shutting Down the
Controller (NOT
supported by
EonServ)

As opposed to shutting down the device (the whole enclosure), shutting down
only the controller does not power off the whole system.

Go to SANWatch Home > Device sidebar > Device List > device name > Tasks
corner.

[§ Device List

-l DS 3024
E-E ] Logical Volumes

-8l SSD cache pool
w Drives

&, Channels

5] Data Hosts

E"-@Schedules > m

Default Group

Click System Settings.

oL Bystern Settings
Configure generic system parameters.

The System Settings screen will appear. Select the System tab.

Check Shutdown Controller and click Apply.

S —

= Mute Beeper

" Reset Controller

& Shutdown Controller

¢~ Restore Factory Settings

Resetting the
Controller (NOT
supported by
EonServ)

Go to SANWatch Home > Device sidebar > Device List > device name > Tasks
corner.

Default Group

E-fm DS 3024
= Logical Volumes
55D cache pool

w Drives
-y Channels
Data Hosts

é"-@Schedules > m

Click System Settings.

oL Bystern Settings
Configure generic system parameters.

The System Settings screen will appear. Select the System tab.

Check Reset Controller and click Apply.

R S —

i Mute Beeper

#*} Reset Controller

" Shutdown Controller

i~ Restore Factory Settings
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Restoring Factory Default Settings (NOT supported by EonServ)

Restoring the default settings is the last resort for solving system errors,
since it erases all system configurations.

Pre-Restoration
Works

Before you restore the default settings, save the current configurations:

» Stop all host 10s.
» Export system configurations.
» Make a list of host ID/LUN mapping information.

Go to

SANWatch Home > Device sidebar > Device List > device name > Tasks corner

Default Group

EjLogicaIVolumes
j 55D cache pool
; w Drives

"_\b Channels

E] Data Hosts

~EB schedules =3 Tasks

Steps

Click System Settings.

Systemn Setftings
Configure generic system parameters .

The System Settings screen will appear. Select the System tab.

Check Restore Factory Settings and click Apply.

System  DownloadUpload  Password

 Mute Beeper
 Reset Controller
£ Shutdown Cantraller
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Configuring System Settings

DB3CA

+00:00

10/03/2013 ]
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Summary of System Configurations

Go to SANWatch Home > Device sidebar > Device List > device name > Tasks corner
L Device List _
Default Group
E-lm DS 3024
Ej Logical Volumes
j 55D cache pool
w Drives
&, Channels
[S) Data Hosts
fE Schedules > BREL]
Steps Click System Settings.
fo  System Settings
1 Configure generic system parameters.
The System Settings screen will appeatr.
System Settings
Controller Communication Systemn Trigger Host-Side Drive-Side
— Controller Parameter — SMNTP Configuration
BMTP IF List
Contraller Mame I:l
Unigue ldentifier (HEX) —]Add
Time 11 |45 -
Polling Period (hours)
— Caching Parameters — SMMP Community
White-Back Cache: SHMP Community, ]
Periodic Cache Flush Time:
[ oK ] l Cancel ] l Apply ]
To change the settings, pick an item, select a different option, and click Apply or
OK at the bottom. The following is the list of configurable items. Default values
are marked in bold letters.
Controller Here you can configure the controller parameters.

Item

Options Configuration List

Controller Name: (user-defined,
empty)

Unique ldentifier: (device-defined)
Time Zone: -12:45 to 00:00 to +13:45
(NOT supported by EonServ)
Date/Time: (computer-defined) (NOT
supported by EonServ)

Controller Setting(s) Controller Parameters

Caching Parameters

Write-Back Cache: Enabled /
Disabled
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Periodic Cache Flush Time
(sec): Disabled

SNTP Configuration (NOT supported SNTP IP List: (user-defined,
by EonServ) empty)
Polling Period (hr):
(user-defined, empty)

SNMP Community (user-defined)

Communication

Here you can configure the network and serial communication settings.

(Not on
EonServ : . : .
) Item Options Configuration List
Management Port IPV4/IPV6
RS232 Terminal Emulation: Enabled Communication > COM 1
Baud Rate: 2400 ~ 38400
Network Protocol Support Enable network protocol
support
ISNS (for iISCSI-host models only) Add/Delete Server IP
Trunk Groups (iISCSI-host models All channels except CHO
only)
System Here you can perform system maintenance (reset, memory export/import, etc.).
Item Options Configuration List
System Mute Beep Sound
Reset Controller
Shutdown Controller
Force Fail Slot A Controller
(R-models only)
Force Fail Slot B Controller
(R-models only)
Restore Factory Defaults
Download / Upload Update FW
Update FW and Boot Disk
Import NVRAM from Host Disk
Export NVRAM to Host Disk
Import NVRAM from Disk
Export NVRAM to Disk
Password Change admin password
Redundant Cache Synchronization on
Write-Through
Adaptive Write Policy
Trigger Here you can configure device upper / lower temperature and voltage thresholds

and events to trigger notifications.

Highlight a threshold parameter and click on Configure to set upper / lower
thresholds, or check a trigger event.
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Item Options Configuration List
Threshold CPU temperature Upper / lower threshold
Controller temperature
+5 Value
+12 Value
Trigger Controller Failure NA

CBM Low or Failure
Power Supply Failure
Cooling Fan Failure
Temperature Exceeding
Threshold

Host-Side

Here you can configure host computer and host interface settings.

Item

Options/Description

Maximum Number of Queued I/O

This setting determines the maximum I/O operations per host
channel that are acceptable to connected servers.

Consider the host's memory, number of drives, and drive
capacity when changing this setting. With more resource, you
can set a higher value.

Note: Setting the value to 1024 generally provides the optimum
performance.

LUN per Host SCSI ID

This setting determines the maximum number of LUNs per
host SCSI ID. When users access the system through a host
SCSI ID, they see the associated LUNSs as drives.

Note: Each controller can host up to 1,024 LUNS in terms of
total host SCSI IDs. To check how many host SCSI IDs are set,
go to Channels > Host Channel Settings and go to a SCSI
channel to count checked IDs.

Login Authentication with CHAP

This setting determines whether the system should
authenticate a user’s identity with CHAP
(Challenge-handshake authentication protocol).

Note: This option is available to iISCSI-host models only.

Jumbo Frames

When enabled, this setting allows the system to increase an
Ethernet frame’s size and therefore the processing
performance.

All end devices in the iISCSI network must have their jumbo
frame function activated, and share the same jumbo frame size
setting.

Note: This option is available to iISCSI-host models only.

Max Concurrent Host-LUN
Connections

This setting determines the maximum concurrent host-LUN
connections.

Note: You can set a higher value only if the system has more
than four logical drives or partitions.

Tags Reserved per Host-LUN
Connection

This setting determines the minimum number of 1/Os (i.e. tags)
that each connection should process. Then, the system
reserves resources accordingly for each connection.

When you set a higher value, the system reserves more
resources for your connections.
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Peripheral Device Type

This setting allows the system to create a virtual peripheral
device that users can access when the system does not have a
LUN or storage space.

The virtual peripheral device works as a portal between users
and the system. Users can get needed system information
through it.

Peripheral Device Qualifier

The setting determines the status of the virtual peripheral
device.

Connected: The virtual peripheral device is connected to the
system.

Supported but not Connected: The virtual peripheral device
is supported by the system, but it is not connected to the
system for access.

Device Supports Removable Media

This setting determines whether the system supports attached
media sources like DVD and CD-ROM.

Note: This setting only works in legacy versions of SANWatch.

LUN Applicability

This setting determines how a SCSI ID is mapped to a LUN.

First Undefined LUN: Map the first available LUN to the SCSI
ID.

Only Undefined LUN 0's: When the system has no LUNSs,
create a virtual LUN and map it to the SCSI ID.

Cylinder/Head/Sector

This setting determines the size of a logical drive in units of
cylinders, heads, and sectors. Specifying larger numbers
increases a logical drive’s size.

Drive-side Here you can configure hard drive interface settings.
Item Options Configuration List
Auto-Assign Global Spare Drive Enabled / Disabled Drive-Side Parameters
Auto Rebuild on Drive Swap (sec) Disabled / 5 to 15 to 60 Drive-Side Parameters
SAF-TE/SES Device Check Period Disabled / 0.05 to 60.0 Drive-Side Parameters
(sec)
Disk Access Delay Time (sec) No Delay / 5 to 60 to 75 Drive-Side Parameters
Disk 1/0 Timeout (sec) 0.5t0 30.0 Drive-Side Parameters
SMART Disabled / Detect Only / Clone  Drive-Side Parameters
Only / Copy & Replace / Fail
Drive
Maximum Number of Tags Disabled / 1 to 4 to 128 Drive-Side Parameters
Drive Motor Spin Up Enabled / Disabled Drive-Side Parameters
Power Saving (Level 1 & Level 2) Disabled / 1 min to 1 hour Drive-Side Parameters
SED Authentication Key Create / Modify Drive-Side Parameters
Disk Array Here you can configure hard drive array settings.

114



Working with Devices

Item

Options

Configuration List

Rebuild Priority

Normal / Improved / High

Disk array parameters

Verify Write on LD Initialization

Disable / Enable

Disk array parameters

Verify Write on LD Rebuild

Disable / Enable

Disk array parameters

Verify Write on Normal Access

Disable / Enable

Disk array parameters

Maximum Drive Response Timeout

Disable / 160(ms) / 320(ms) /
960(ms)

Disk array parameters

AV Optimization Mode

Disable / Fewer Streaming
seconds

Disk array parameters

Read-ahead Option for Media Editing

Disable / SD Stream (50Mb/s)
seconds / HD Stream
(100Mb/s) seconds / 2K_4K
Stream (100Mb/s+) seconds

115

Disk array parameters



SANWatch Web-Based Interface

Updating the Firmware

Download the latest firmware from Infortrend, and update the system OS (this
web interface) of your subsystem's controller(s).

Prerequisite I:
Checking Current
Firmware Version

To check your current firmware version, go to SANWatch Home > Device
sidebar > Device List > device name > Status corner. The firmware version
information can be found in the Subsystem information section.

0 Subsystem Information

Alonso Model: DS 1016GE
IP Address: 172.27.112.110
Service ID: 8532316 (0xB2315C)
Controller 1D: 2315C
Firmware Version: 512F.05
Host Board: FC 8G(Slot A'8511457 (0x81DFE1))

Prerequisite II:
Exporting System
Configuration

Go to SANWatch Home > Device sidebar > device name > Tasks sidebar >

System Settings > System tab > Download/Upload tab
System Settings

Controller ~ Communication  System  Trigger

System Download/Upload Password

Update Firmware
Update Firmware and Boot Record
Import NVRAM from Host Disk

® Export NVRAM to Host Disk
Import NVRAM from Disk
Export NVRAM to Disk

Select Export NVRAM to Host Disk and click OK. For more information, click
the Help icon at the top-right corner and look for the Exporting /Importing
NVRAM section.

Prerequisite IlI:
Obtaining the
Firmware Package

Before retrieving the latest firmware from Infortrend, make sure you already
have a user account at Infortrend's Customer Support System, which was
created when you registered your subsystem online.

Go to http://support.infortrend.com, and then enter your account information
to log in.
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Qlnfortrend customer Support System

Important: Please click here to learn more about the support
system enhancement notification

Email address

Password

Forgot your password
Re-send activation e-mail

) Keep me signed in

Log In or Create New Account

Select the type of subsystem you are using.
For ESVA users, click ESVA.
For EonStor/EonStor DS users, click EonStor/EonStor.

What product support do you need?
B ESVA

® EonStor/EonStor DS

B EonNAS

Integrate login accounts to access all
tickets:

| Integrate Accounts

i Should you have any guestion or concern, please contact

i' icss.admin@infortrend.com. 1

Lnum.".«;;._-:-.a‘.mf;.'.u T T R T L T AT

In the page that appears, choose Downloads > Firmware & Software from the

top menu.
Qlnfortrend’ EonStor DS Support
My Tickets Submit a Ticket News KnowledgeBase Downloads~ My Profile

Firmware & Software mm

Download Files
Menu > News
User Manuals

In the Firmware Search section that appears, enter either of the following
serial numbers, and then click Search: "System S/N" or "Controller S/N"

System S/N

Controller S/N

| 1234567 |

(Use the decimal 5/N. ex. 7939171)

When the search is complete, firmware available for your subsystem will be
shown in the Firmware Available section. Click Download to download it to
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your computer.

. ailable i
Firmware: FA511K04_222 IFT_ESDSG7I356G.PAKNDS.BIN
Model Name: DSB24FG26524
Product Family: ESDS
Release Date: 2014/8/28
Release Note:

Download: ™
Software:

Updating the
Firmware

Go to SANWatch Home > Device sidebar > Device List > device name >
Tasks corner.

Default Group

E_!Logical\.folumes
j 55D cache pool
Drives

&, Channels

5] Data Hosts

5 schedules > kL]

Click System Settings.

FoL Systern Seftings
Configure generic system parameters,

The System Settings screen will appear. Go to System > Download/Upload.

System > Download/Upload

Click Browse under Update Firmware, locate the ".BIN" file you

downloaded from Infortrend, and then click Open.

* Update Firmware FAS11K04 2221

FT_ESDSG7I356

Browse |Browse for Firmware File: S | ceacosen

In the confirmation dialog that appears, click Yes to start the updating

process.

The operation will take effect after the controller resets.

Are you sure you want to update the firmware now?

At the end of the updating process, you are required to reset your
controller(s) for the operation to take effect:

For R-models, you can click Rolling Upgrade to reset the controllers one by
one, thus decreasing system downtime; or, you can click Reset to reset the
controllers simultaneously.

For other models, click Reset to reset the controller.
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@ This operation is risky.

The controller will be offline for several minutes during the reset. If the
controller is in use, data loss might occur.

Are you sure you want to continug?

[ Rolling Upgrade ][ Reset ][ Cancel ]

Importing System Go to SANWatch Home > Device sidebar > device name > Tasks sidebar >

Configuration System Settings > System tab > Download/Upload tab
System Settings

 Controller  Communication  System  Trigger
- Download/Upload _

. Update Firmware
1 Update Firmware and Boot Record

o |mport NVRAM from Host Disk

Emwse for NVRAM File:

) Export NVRAM to Host Disk
() Import NVRAM from Disk
) Export NVRAM to Disk

Select Import NVRAM from Host Disk and click Browse to locate the system
configuration file you've exported before updating the firmware. For more
information, click the Help icon at the top-right corner and look for the
Exporting /Importing NVRAM section.
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Configuring Voltage/Temperature Thresholds

A RAID subsystem or a JBOD enclosure is equipped with internal voltage and
temperature sensors. When the current voltage/temperature reaches a
preconfigured threshold, an event will be notified to the user to indicate
potentially hazardous situation.

Go to

SANWatch Home > Device sidebar > Device List > device name > Tasks corner

Default Group

EjLogicaI\.-’qumes

----- 5 55D cache pool

Configuring the
Temperature /
Voltage Thresholds

Systern Settings
Configure generic system parameters,

The System Settings screen will appear. Select the Trigger tab. The threshold
settings will appear.

Trigger

Configuring the Voltage/Temperature Threshold

Highlight an item in the list.

— Threshold
Device Name Current Value
CPLU Temperature 4250
Cantroller Temperature 46.0C
+8W value 21
+12%Value 12.01%

Click Configure. The configuration screen will appear. Enter the threshold value
or you may click Disabled if you want to disable the threshold (and notification).

Lawer Threshold (0 ta 20 [0 ] [ Disables

Upper Threshold (S0 to 100 ) =] [~ Dizabled

Selecting Triggered Item

You can select which events will trigger the subsystem to notify the user.

To receive notifications when the temperature reaches the threshold, make
sure that the Temperature Exceeding Threshold checkbox has been
selected.
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Configuring the IP Address

You may change the IP address of the device, but doing so will disconnect the
user interface in the old address. Make sure that you note down the new IP
address and reconnect with the user interface using the new address.

Notes

You are not allowed to assign any of the following system reserved IP
addresses to your subsystem:

> 127.X.X.X
128.0.x.x
191.255.x.x
192.0.x.x
223.255.255.x

YV V V V

Go to

SANWatch Home > Device sidebar > Device List > device name > Tasks corner

[§L Device List
Default Group
E-fm DS 3024

&} Logical Volumes
j 55D cache pool
w Drives

S, Channels

5] Data Hosts

E-"@Schedules > BELLH

Steps

Click System Settings.

FoL Bystern Settings
Configure generic system parameters.

The System Settings screen will appear. Select the Communication >
Management Port tab.

" Cantroter [_commmecseon_| Stem | Trer | ios

Highlight the management (LAN) port you wish to configure and click Configure.

Managernent Port

Channel IPvd Type IPv4 IP Address IPvi Type IPvE Address

LA O Static 10.0.0.222 Disahled

You may configure the IP address (IPV4 or IPV6).

122



Working with Devices

—IPwvd

SlotA

IP address: 10.0.0.222
Subnet mask: 2852552850
Default gateway: Q.ooao

— IPwE

SlotA
IPVE address:

Subnet prefix length:

Raute:

Type: ¢ Static € Auto & Disabled

The following system reserved IP addresses should not be used for your
subsystem: 169.254.1.1~169.254.254.254.

Parameters IPV4 Type

» Static: Specifies a fixed address.

» DHCP: Allows the network router to pick an
available address for the device.

» RARP: Reverse Address Resolution Protocol is
an old type of networking protocol used by a host
computer to request its Internet Protocol (IPv4)
address from an administrative host.

IP Address / Subnet
Mask / Default
Gateway

Specifies (or lets the router pick) the IP address set
for the device.

IPV6 Type

» Static: Specifies a fixed address.

» Auto: Corresponds to the DHCP setting in IPV4
address. The router will automatically pick an
address for the device.

» Disabled: Disables IPV6 (and enables IPV4).

IPV6 Address

Specifies (or lets the router pick) the IP address set
for the device.

Subnet Prefix Length

Corresponds to the Subnet setting in IPV4.

Route

Aroute is required to reach externally with IPV6 using
an IPV6 router on the network.
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Create SED Authentication Key for LD/LV Protection (EonStor DS subsystems

only)

The SED (Self-Encrypting Drive) authentication key allows you to protect
logical drives or logical volumes with SED security using drive-level encryption.
You can enable SED for your subsystem with a "global key" or "local key(s)."

» Global key: This key can be used to encrypt all logical drives of your
subsystem. Until you disable SED for a logical drive, SED encryption will
always be effective.

» Local key: This key is used to encrypt a specified logical drive, and is
available only when the global key is not created in the subsystem. In other
words, creating a global key will overwrite the local key and hide its options
in SANWatch. SED security using local keys will become ineffective after
the system reboots; enabling it requires you to import the key file or
password after each system reboot.

SED security only works on logical drives or logical volumes composed of
SED drives only.

Go to

For global key: SANWatch Home > Device sidebar > Device List > device
name > Tasks corner > System Settings > Drive-Side tab

m

&, Device List

Default Group

Edam DS 3024
&1 Logical Volumes

----- i SSD cache pool

v Drives
"_\b Channels
!g Data Hosts System Settings

~fE Schedules

Configure generic system parameters. 9

Drive-Side

For local key: Navigate to a logical drive that supports SED, click Configure
Logical Drive in the Tasks corner.

& Device List Default &

Eh ESDS 301ER(FC BG)
- B2l Logical valurmes
=& | Logical valume 1
E‘IJ Loaical Drives Configure Logical Drive

g""lJLugical Drive 1 9 m 9 E}i Edit the configurations of this logical drive.

Steps (Global Key)

Click Create.

[ Create |

In the window that appears, use either of the following options to enable SED
security.
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Selectthe creation mode for the authentication key.

# Use apassword to generate the authentication key for SED drives
New Password:

Confirm Mew Password:

Create an encrypted key file as the SED authentication key

» Use a password for SED authentication.

» Create an encrypted key file for SED authentication. You can either click
Generate to create a new key, which will be downloaded and saved on your
computer as a ".bin" file. Click Browse to locate and import the key file you
just downloaded.

Click OK to generate the SED authentication key or password.

| 0K |

Now you can enable SED security for a logical drive or logical volume using the
global key by doing the following:

Navigate to a logical drive or logical volume that supports SED, click Configure
Logical Drive or Configure Logical Volume in the Tasks corner, and choose
Enabled from the SED Security drop-down menu.

It is strongly recommended that you keep your SED authentication
password or key file in a safe medium.

Modifying or
Removing SED
Authentication Key

Click Modify.
| Modify |

Use the SED password or key file you created while enabling SED password or
key to unlock it, and click OK.

Authentication key generated via Password

® Required an Encrypted Key File for SED authentication

SED Key File: [ Browse | | 1] 4

2>

In the window that appears, do either of the following:

Selectthe creation mode for the authentication key.

» Use a password to generate the authentication key for SED drives
Mew Password:

Confirm Mew Password:

Create an encrypted key file as the SED authentication key

» To modify the SED key or password: Enter a new password or create a new
key file to change the SED password or key, and then click OK.
» To remove the SED key or password: Leave the password fields blank and
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click OK.
» To cancel changing the SED key or password, click Cancel.

oK [ cancal |

Managing Local
Keys for a Logical
Drive

Click Create or Modify to enable SED security using a password or key file.
SetLD AKey Absent | create || Modify |

The process of creating a local key is mostly the same as that of a global key.
The only difference is that SED security will be enabled once the key or
password is generated.
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Configuring Power Saving Settings

The power-saving option can enhance disk spin-down function for all disks on
your subsystem. When there is no host 1/O, disk drives may enter two
power-saving modes: Level 1 for idle mode and Level 2 in spin-down mode.

» Level 1: Hard disks enter the standby mode by lowering their spinning speed
(RPM)

» Level 2: Hard disk' read/write heads become idle by moving away from disk
surfaces

You can further tailor power saving settings to your needs by applying
different settings to a logical drive, including its local spares. To do so, go to
SANWatch Home > Device > Logical Volumes > Logical Volume Name >
Logical Drives > Logical Drive Name =» Tasks, and then click Power Saving.

Go to

SANWatch Home > Device sidebar > Device List > device name > Tasks corner

Default Group

gl 55D cache pool
g Drives

-, Channels

8 Data Hosts

[ schedules S Tasks|

Steps

Click System Settings.

Systern Setftings
Configure generic system parameters.

The System Settings screen will appear. Select the Drive-Side tab.

Drive-Side

Power saving settings are near the bottom.

Poweer Saving: Lewvel 1:
Disahle i
then Level 2:
Disahle i

Power Saving Level

Select the Drive-Side tab and configure the power saving mode.

Three options are available: Disabled, Level 1 only, and Level 1 then Level 2.
Waiting Period

You may also configure the waiting period for switching to the power saving
mode.
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> Level 1: 1 to 60 minutes without 1/O requests
» Level 2: 1 to 60 minutes of Level 1 state

To configure power saving levels for individual logical drives, select the
logical drive in the Device sidebar, and click Power Saving in the Tasks
corner.

Levels Power Saving Recovery Time ATA Command SCSI Command
Ratio

Level 1 15% to 20% 1 second Idle Idle

Level 2 80% 30-45 seconds Standby Stop
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Configuring Time Settings

Go to

SANWatch Home > Device sidebar > Device List > device name > Tasks corner

ﬁ‘_ Device List
Default Group

E-fm DS 3024
a Logical Volumes

. 55D cache pool

15 Data Hosts
ERschedules > Tasks

Steps

Click System Settings.

Systern Settings
Configure generic system parameters.

The System Settings screen will appear. Select the Controller tab.

Configure the controller name, unique identifier, time zone, date, and time.

To configure the date, click the calendar icon to the right and select the correct
date.

07/29/2014
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Trunking Host Interfaces to Increase Bandwidth

Increase network bandwidth by combining (trunking) multiple LAN interfaces
into one, creating a link aggregation configuration.

Trunking offers the following benefits:

» Increased bandwidth: bandwidths of multiple interfaces will be added up.
» Improved security: Even when one LAN interface fails, the other interface
will keep the network connection intact.

Notes

» Multiple LAN ports on your hardware must be connected to the network.
» The network switch must be compatible with trunking.
» The trunking option is available only for iISCSI-host models.

Go to

SANWatch Home > Device sidebar > Device List > device name > Tasks corner

&

E-fm DS 3024
B} Logical Volumes
8 sSD cache pool
w Drives
&, Channels
5] Data Hosts

5 schedules SN TaSKS|

Steps

Click System Settings.

Systerm Settings

Configure generic system parameters.

The System Settings screen will appear. Select the Communication tab and
select the Trunk Group tab.
Management Port RS8-232 Network Protocol Support iSNS Trunk Group

Member Channels

Click the Create button. In the popup window, check the LAN interfaces you
wish to combine (trunk) and click OK.

Create Trunk Group

Create Trunk Group

CHO
CH1

| oK [ cance |

The new trunk configuration will appear.
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Member Channels

1Pwd

1P

4,5

DHCP

Disahled

To delete the trunk group, click the Delete button.
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Muting the Beeper Sound

Each RAID system or JBOD expansion enclosure contains hardware beep
mechanism to notify users when system errors and hardware failures occur. You
may mute the sound on the hardware directly (please refer to the hardware
manual for details) or do so remotely through the user interface.

You can only mute the currently beeping sound: you cannot disable the
buzzer setting from the user interface.

Go to SANWatch Home > Device sidebar > Device List > device name > Tasks corner

[§L Device List
E-lm DS 3024
EjLogicaI\.-’qumes
j 55D cache pool

Default Group

/5] Data Hosts

E"-@Schedules > m

Steps Click System Settings.
F o Systern Settings
Configure generic system parameters.

The System Settings screen will appear. Select the System > System tab.

System Settings

Conroter Communication [_systom | gger
B

Check Mute Beep Sound and click OK.
# Mute Beep Sound
Reset Controller
Shutdown Controller

Restore Factory Settings
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Exporting/Importing NVRAM

NVRAM (non-volatile memory in storage subsystems) contains system
configuration information. You may export it to preserve the current system
status or import it to restore system configurations.

When to Export » After firmware upgrade
NVRAM » Before replacing both controllers

» After mapping logical drives to host LUN or changing system configurations
When to Import » The system has been unstable

NVRAM

> Both controllers have been replaced

The firmware version of the NVRAM to be imported must match the firmware
version of the current system.

Location

Two options are available for storing the NVRAM information:

» Disk: Uses the subsystem’s internal storage.

At least one logical drive must exist in the subsystem.

» Host Disk: Uses the host computer’s storage.

Go to

SANWatch Home > Device sidebar > Device List > device name > Tasks corner

Default Group

E-fm DS 3024

B-E1 Logical Volumes
j 55D cache pool
; w Drives

‘Lb Channels

Q Data Hosts

~EB schedules = 3 Tasks

Steps

Click System Settings.

Systern Settings
Configure generic system parameters,

The System Settings screen will appear. Select the System > Download/Upload
tab.

Controller  Communication Trigger  Host-Side

System DownloadUpload I Password

Select a NVRAM option, click Browse to locate the file, and click OK.
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g+ Import MYRAM from Host Disk

Erowse NI RAM File:

= Export MYRAM to Host Disk
= Import MYRAM from Disk
= Export MYRAM ta Disk
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Removing Isolated Logical Drives

Detect logical drives (or pool elements for ESVA subsystems) that no longer
belong to specific logical volumes (or pools for ESVA subsystems) to remove
them from the system and subsequently reuse them.

Go to SANWatch Home > Device sidebar > Device List > device name > Tasks corner

Default Group

E-fm DS 3024
EjLogicaI\.-’qumes
j 55D cache pool
w Drives

S, Channels

5] Data Hosts

{5 Schedules > m

Steps Click Isolated Logical Drive(s).
..~ System Maintenance

LV ) View the total Isolated Logical Drive(s) and applicable Invalid Host
LUN Mapping(s) or Other(s).

The list of isolated logical drives will appear.
Isolated LD/Element x

Selectthe logical drive(s) or pool element(s) for running maintenance tasks. -

Device Element ID Size Status RAID Level Assigned

DS B24F-R2852-6, 50101 GDC40782 33.99GB Good RAID 1 =

‘ If no isolated elements exist, the window will not appear. |

Check the system you wish to remove and click Delete.

| Delete
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Removing Invalid Host Mappings

Detect invalid host mappings and remove their settings.

Go to SANWatch Home > Device sidebar > Device List > device name > Tasks corner

e List

Default Group

E-fm DS 3024
B-E1 Logical Volumes

’ 55D cache pool
w Drives

&, Channels

S Data Hosts

~fE) Schedules > m

Steps Click Invalid Host LUN Mappings.

l-“/ System Maintenance
L) Wiewy the total |zolated Logical Drive and applicablqlnvalld Host CLR Magglngsl

The list of invalid host mappings will appear.

Invalid Host LUN Mapping x
Selectthe LUN mapping set(s) for running maintenance tasks. _
|| Select Device Unknown 1D CH Target LUN |HostID Alias | Group
J ESVA E75-2230, 84DB8 31728998592TAABA 0 0 0 - - -
U ESVA E75-2230, 84DB8 317289985927 AABA 0 1 0 - - -
U ESVA E75-2230, 84DB8 31728998502TAABA 1 0 0 - - -
(] ESVA E75-2230, 84DB8 317289985082TAABA 1 1 0 - - -

‘ If no invalid mappings exist, the window will not appear.

Check the mapping you wish to remove and click Delete.

| Delete
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Check Miscellaneous Events

Detect a list of miscellaneous events by the system. The event types, reasons, status will

be displayed details on the table, such as problems of partition.

Go to

SANWatch Home > Device sidebar > Device List > device name > Tasks corner

Default Group

E-fm DS 3024
:jLogicaIVDIumes
j 55D cache poal

T Channels
5] Data Hosts

{5 schedules > e

Steps

Click Other(s) to check if any event being discovered on the list.

. E';.-\‘/ System Maintenance
5 Wiew the total Isolated Logical Drive(s), applicable Invalid Host LN Mappina(s),
and|Cther(s),

The list of other type of error events will appear.

Event Type Target Unique ID Status Cause | Severity | Action
Partition of | Parition creation or
403E6BDD1F10A031|  Incomplete partition Warnin: Could be deleted

LV:4E14C315169DE362 BEST removal i not completed | e

The partition is The partition size should [ Contact technical

ul
Partition of abnormal but has no i : support. Please donl
1 4FABA Itipl LV W,
LV:4E14C315169DB362 S{UHICE0CEMEASA immediate risk of DRFIpie = 0TV il expand the partition on
section size (2MB). :
danger ¥our own.

If no events exist, the window will not appear.
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Working with System Events

Events are signals from the storage subsystem that the users (administrators)
should know in order to manage the system.

In SANWatch, the Notification module collects the event status and sends them
to the user through various channels. The following notification settings are
available:

» Notifying users in case of system events
» Periodically sending out system log
» Activating user-specified applications in case of system events
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Types of Events

Events can be categorized by (1) their scope and (2) their severity. For the
detailed list of events and their descriptions, see the Troubleshooting Guide.
Contact the Support to obtain it.

Scope of Events

Event Type

Scope

Controller Event

Describes the events related to the storage system
controllers.

Drive Event Describes the events related to the physical disk
drives.
Host Event Describes the events related to the host computer

and host ports.

Logical Drive Event

Describes the events related to logical drives and
logical volumes.

System Event

Describes the events related to the overall storage
subsystem.

Severity of Events

There is a combination of warning, error, and information levels.

Severity

Description

critical error

Describes the events that users should pay
immediate attention and perform required actions.

error Describes the events that users should pay
attention and perform required actions.

warning Describes the events that users should pay
attentions.

information Describes the events that notify users of non-critical

changes in system status.
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Viewing Event Log

Go To SANWatch Home > Device sidebar > Device List > device name > Tasks corner

Default Group

E-fm DS 3024
ijLogicaIVolumes

8 53D cache pool
w Drives

{5 Schedules > m

Procedures Click the Event Log menu in the Tasks corner.
— Event Log
= Wiewy the system everts and device operation logs .

The list of events will appear.

Event Log

evantoo [ SEREA]

|All Events [>]|All Typas [v] A
Index ~ |Severity v |Type w |DatelTime Events ~ Code -
45 7] S 2013/10/03 09:35:24 CHANNEL:1 Host channel speed changed to 1Gb 0x11098103
44 @ i 2013110/03 09:35:24 | CHANNEL:1 Host channel connected 0x01098102
43 A 8 201310/03 09:35:21 | CHANNEL:1 Host channel disconnected (2 ) 0x11098101
41 Fi )y W 2013/10/03 09:35:18 CHANNEL:0 Host channel speed changed to 100Mb 0x11098106
40 7] S 2013/10/03 09:35:18 CHANNEL:0 Host channel connected 0x01098102
39 A S 2013/10/03 09:35:02 CHANNEL:0 Host channel disconnected 0x11098101
38 (7] 2013/10/02 19:01:46 | LD:413F611 Logical drive on-line initialization completed 0x020A8202
a7 5 & 201311002 174952 | NAME Volume ID-1570BF 12617609F Logical volume created 0x02080028
36 i} 2013/10/02 17:49:35 | LD:413F611 Logical drive on-line initialization started 0x020A8102
35 5] 2013/10/02 17:49:35 LD:413F611 Logical drive created 0x020A8206
34 (7] 2013/10/02 17:49:34 LD:413F611 Logical drive creation started 0x020A8106
33 5] 8 2013/10/02 16:34.14 CHANNEL:4 ID:3 Drive scanned (3 ) 0x0208C101
30 i} s 2013110002 161221 | CHANNEL:D Host channel speed changed o 1Gb 0x11095103
29 @ S 20131002 161221 | CHANMEL:D Host channsl connected 0x01095102 L

[ Clear I Export I Close

Select the severity and type of events to filter which events will appear.

-
Controller Event
System Event
Channel Event

Drive Event
Critical Errar Legical Drive Event
Error and Warning General Event

Click the triangle next to a header to reverse the ascending or descending order.

‘ Index E

Parameters Event Type Selects the types (scopes) of events that will be listed.
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Severity

Selects the severity of events that will be listed.
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Exporting Event Log

Go To SANWatch Home > Device sidebar > Device List > device name > Task corner
[§L Device List

=

Default Group

DS 3024
"_"j Logical Volumes
! 55D cache pool
w Drives

Bseneaues B Tasks|

Steps Click the Event Log menu in the Tasks corner.
. —= Event Log
- “iewy the system events and device operation logs.

The list of events will appear.

Event Log
cuemtion | St e |

‘AII Events E”AII Types El -~
Index = | Severity  |Type - |DateiTime « Events Code «
45 5] Ty 2013M10/03 09:35:24 CHANNEL:1 Host channel speed changed to 1Gb 0x11098103
44 5} Sy 201310/03 09:35:24 CHANNEL:1 Host channel connected 0x01098102
43 by L 2013M10/03 09:35:21 CHANNEL:1 Host channel disconnected { 2 ) 0x11098101
41 Fi )y i, 2013/10/03 09:35:18 CHANNEL:0 Host channel speed changed to 100Mb 0x11098106
40 ey 2013/10/03 09:35:18 CHANNEL:0 Host channel connected 0x01098102
39 Fi )y b 2013/10/03 09:35:02 CHANNEL:0 Host channel disconnected 0x11098101
38 2013/10/02 19:01:46 LD:413F611 Logical drive on-line initialization completed 0x020A8202
37 @ 2013M10/02 17:49:52 NAME:Volume ID-1570BF 12617609F Logical volume created 0x020B0028
36 2013/10/02 17:49:35 LD:413F611 Logical drive on-ling initialization started 0x020A3102
35 5 ] 2013/10/02 17:49:35 LD:413F611 Logical drive created 0x020A8206
34 i} 2013/110/02 17:49:34 LD:413F611 Logical drive creation started 0x020A8106
3 @ 8 2013110/02 16:34:14 CHANNEL:4 ID:3 Drive scanned (3 ) 0x0208C101
30 @ Ty 2013110/02 16:12:21 CHANNEL:0 Host channel speed changed to 1Gb 0x11098103
29 o Sy 2013110/02 16:12:21 CHANNEL:0 Host channel connected 0201098102 ¥

[ Clear I Export I Close

Click Export. You can save the log into a local file in text format.

| Export

142



Working with Devices

Activating Triggers (Thresholds)

To receive event notifications (especially when the system encounters
abnormal status such as high temperature or power supply failure), make sure
that the triggering mechanism has been activated.

Go To

SANWatch Home > Device sidebar > Device List > device name > Tasks corner

Default Group

T Channels

5] Data Hosts

“EBscheduies =3 Tasks|

Steps

Click System Settings in the Tasks corner.

Systemn Settings
Configure generic system parameters.

The System Settings screen will appear. Select the Trigger tab.
Trigoer

Configuring the Voltage/Temperature Threshold

Highlight an item in the list.
— Threshald

Device Name Current Value
CPU Temperature 42480
Controller Temperature 46.0 C
+54 Walue 521
+124 Walue 12.01 %

Click Configure. The configuration screen will appear. Enter the threshold value
or you may click Disabled if you want to disable the threshold (and notification).

Lowear Threshold ¢ 0 fo 2073 DI [~ Dizsahled

Upper Threshold ¢ 50 to 100 ): 90 [~ Disahled

Selecting Triggered Item

You can select which events will be notified to the user.

To receive notifications when the temperature reaches the threshold, make
sure that the Temperature Exceeding Threshold checkbox has been
enabled.
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Working with Licenses

If you have any license-related issues (local and remote replication) with
your subsystem, contact your dealer.

License Types

You will need to apply or download a license key for using the following features
in EonStor DS series. The Standard License is provided for free for all users.
The Advanced License might need to be purchased beforehand.

Feature/Functionality License Type
Standard Local Replication Standard License
Connecting an EonStor DS RAID system with an Standard License

EonStor JBOD (Applicable when an equivalent
EonStor model is available as a compatible JBOD for
that particular RAID system)

Thin Provisioning Standard License
Advanced Local Replication Advanced License
Remote Replication Advanced License
Automated Storage Tiering Advanced License
SSD cache pool Advanced License

Notes

» When your license expires, apply for a license renewal.

» When you have upgraded your features, apply for a license upgrade.

» If you want to try out the advanced license features for 30 days, apply for a
Trial License.

> Itis required to reset the system for the license to take effect after a license
is installed.

The licensing policy might change without notice. If necessary, check with
the customer support for the latest license policy status.
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Generating the License Application File

Before starting any EonStor DS license process, please check whether
Infortrend’s SANWatch management suite, which was shipped together with the
EonStor DS storage system, has been properly installed.

Steps

Enter the SANWatch Browser Interface.

S Setegn Langege A (i st Marage @ (S s R
Bomentst  owsowal) i) ubmpm itmaticn,
D 1SCH 10)
% Bl Lopenvoumn Modat: D 30168 Status: Do
] 1P Address: 2T Fiecent Events: o Event
T Craven Service 1D L
Dot h Controller ID: CascA
Wt Firmware Version: 511620
Host Board: ISCS1 15wl A B4250TY siot BiM25ga3)
il Fertormanca @@capacy
A Eratie Parmarce Woniorng
CRU emory ¥ Thengrodt 0Py

| Total Capacity: 1.22 T8

Cortgurea Soace’ 1.22 T (100%)

- Avadatia Space: 0 UE {0%)

o o FobE 6,00 Wik Wi 00 by
oo Quk See ab e Seteoy
Pt 0 ot Cartgurs gurnant syt paramatan
“_'l Ecslnes ven » Extolics
w Indormaton Sysiem Uanterance
Vi the 0ml Sraem ETHIGE and sppicabie Lcanae inknmeten Y, Ve T ol D0MeS LO0K AL DTiee art arps able D SO LKL MBSDEE

1 0 Awamng 0 D5 30168 Coetroter brrw 201310-3 9072 88 Lstrrw 0183398

Select (highlight) the subsystem for which you want to apply for a license.

Default Group

DS 3024
"_"jLogicaIVqumes

! 55D cache pool

Click License Information in the Tasks corner.

Sasks—]

.

¥ Quick Setup
}‘@ Follow the step-by-step setup wizard to configure the hard drives inside
the selected device.

’ Enclosure Yiew
See the detailed information of enclosures connected to the system.

m Information
View the total System Information and applicablefLicense Informatio

In the License Key window, click Generate License Application File.
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Current License

HEanPath

EThin Provisioning
Egnapshot

¥ Seale-Out
Balume Copy

B yalume Mirror

Ergynehrounous Remote Replication

[ Generate License Application File ]

Areminder appears explaining that a License Application File can only be used
to generate one license. Click OK.

Save the License Application file.
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Generating the Standard License Key

Steps

Visit Infortrend’s EonStor DS Software License website:
http://support.infortrend.com/ and log in. If you don’t have an account, please
click Create an account to register for one.

QInfortrend’ service center

Technical Support Knowledge Base Downloag
Technical Support

Email address

Password
[/ Remember me

Lost Password Create an account

For a Standard License, please select EonStor DS Standard License.

Qnfortrend service center

Technical Support Knowledge Base Download
& Service Request ¢ m

B8 Product Registration

Product
/& Licensing Service

I

Product Fa

Welcome

EonStor DS Standard License

License Activation
License Renewal & Upgrade

Trial License Download

Carefully read the information, click the checkbox, and click Next.
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4 EonStor DS Standard Local Replication License Download

Please read the following notification and requirement before click Next.
The standard license includes snapshot and volume copy/mirror.
SANWatch version must be v.2.1.b or later.

After finishing the process, you must download the License Key File directly since you will not receive any e-mail notifications.

¥ T have read and understand the above information.

Upload the License Application File you obtained through SANWatch, and click
Next.

4+ EonStor DS Standard Local Replication License Download

B step 1. upload License Apply File

Make sure that the License Apply File is the latest version. ( If you are not sure, you can re-generate the License Apply File from SANWatch that is connected to
your EenStor DS system)

Step 2 . Fill in customer informaticn
Step 3 . Download License Key File

Please upload License Apply File generated in SANWatch, then dlick "Next"

License Apply File

SRETTRE
Next
Fill in customer information and click Next.

¥ EonStor DS Standard Local Replication License Download

Step 1 . Upload License Apply File
B Step 2 . Fill in customer information

Step 3 . Download License Key File
Please Fill in the following required information, then click "Next".

Name *

Email Address *

Confirm Email *

Company

Phone

Company Address

*

Country Select E|

Industry *

EonStor DS Vendor Name
The fields marked with an asterisk * are required.
[71 I wish to receive product information from Infortrend

Next

Download the License Key File by clicking Download.
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4+ EonStor DS Standard Local Replication License Download

Step 1 . Upload License Apply File
Step 2 . Fill in customer informatien
© Step 3 . Download License Key File

Please click on Download to receive the License Key File immediately

In case you encounter any problem when uploading the downloaded file to your EonStor DS system, please re-generate the License #pply File and go through this
“Retrieve Licesne" process again, or contact Infortrend for help.

Save the License Key File in a preferred location and upload it to SANWatch.
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Generating the Advanced License

You can try out advanced license features for 30 days using the Trial License
before making a purchase decision.

Steps

Visit Infortrend’s EonStor DS Software License website:
http://support.infortrend.com/ and log in. If you don’t have an account, please
click Create an account to register for one.

Qnfortrend’ service center

Technical Support Knowledge Base Downloag
Technical Support

Email address

Password

./ Remember me

Lost Password Create an account

For an Advanced License, please click License Activation.

Qlnfortrend service Center

Technical Support Knowledge Base Downloag
& Service Request . m

88 Product Registration

Product
# licensing Service -
Product Fz

Welcome

EonStor DS Standard License

License Activation

License Renewal & Upgrade

Trial License Download

Upload the License Application File you obtained through the SANWatch
software and click Next.
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© License Activation

B Step 1 . Upload License Apply File

Make sure that the License Apply File is the latest version. ( If you are not sure, you can re-generate the License Apply File from SANWatch /
EonOne that is connected to your EonStor DS / GS system)

Step 2 . Insert Software License Serial Number
Step 3 . Download License Key File

Please insert License Apply File generated in SANWatch / EonOne, then click "Next™.

License Apply File

BEEE | FRREOER

Fill in the License Serial Number you received, and then click Add. After adding

the License Serial Number, click Next.

@ License Activation

Step 1 . Upload License Apply File

B Step 2 . Insert Software License Serial Number

(You can enter multiple add-on license codes)

Step 3 . Download License Key File
Please insert a valid and non-activated License Serial Number, then click on "Next™.

Please use "Add” and "Remove” if you would like to activate multiple software licenses in this EonStor DS / G5 system.

License Serial Number m

(Enter one license code at a time)

License i

Remove

Activated License i

You can generate multiple licenses in a single activation process. Simply fill
in another License Serial Number and click add. The added licenses will be
listed in the License box.

Click Download to receive the License Key File.

©License Activation

Thank you for purchasing EonStor DS / GS Software License.

Please click on Download to receive License Key File immediately. You will not receive any e-mail notification for license activation.

In case you encounter any problem when uploading the dewnloaded file to your EonStor DS / GS system, please re-generate the License Apply
File and directly go through "Retrieve License” process again, or contact Infortrend for help.

Save the License Key File at a preferred location and upload it to SANWatch.
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Upgrading Standard License to Advanced License

Here we will introduce how to upgrade from a current standard license to a new
advanced license.

Steps

Visit Infortrend’s EonStor DS Software License website:
http://support.infortrend.com/ and log in. If you don’t have an account, please
click Create an account to register for one.

QInfortrend’ service center

Technical Support Knowledge Base Downloag
Technical Support

Email address

Password

| Remember me

Lost Password Create an account

If you have already purchased a standard license and wish to upgrade to
advanced license, please click on License Renewal & Upgrade.

QIinfortrend’ service center

Technical Support Knowledge Base Download
& Service Request s m

B8 Product Registration
Froduct
/ lLicensing Service =
Product Fs
Welcome
EonStor DS Standard License

License Activation

License Renewal & Upgrade

Trial License Download

Upload the License Application File you generated through SANWatch and click
Next.
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4 EonStor DS / GS License Renewal & Upgrade

B Step 1 . Upload License Apply File

Make sure that the License Apply File is the latest version. ( If you are not sure, you can re-generate the License Apply File
from SANWatch / EonOne that is connected to your EonStor DS / GS system)

Step 2 . Download License Key File

Please insert License Apply File generated in SANWatch / EonOne, then click "Next™.

License Apply File

BIFER | REFTOER

Click Download to receive the License Key File immediately.

? EonStor DS / GS License Renewal & Upgrade

The application is completed.

Please click on Download to receive License Key File immediately. You will not receive any e-mail notifications for license activation.

In case you encounter any problem when uploading the downloaded file to your EonStor DS / GS system, please re-generate the
License Apply File and go through this "Retrieve Licesne” process again, or contact Infortrend for help.

Save the License Key File at a preferred location and upload it to SANWatch.
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Renewing the License

If you have lost a previously generated License Key File, you can re-generate it
through the license website.

Steps

Visit Infortrend’s EonStor DS Software License website:
http://support.infortrend.com/ and log in. If you don’t have an account, please
click Create an account to register for one.

QInfortrend’ service center

Technical Support Knowledge Base Downloag
Technical Support

Email address

Password

| Remember me

Lost Password Create an account

Click License Renewal & Upgrade.
Qlinfortrend service center

Technical Support Knowledge Base Download
& Service Request % m

B Product Registration
Produci

# Licensing Service
Product Fz

I

Welcome
EonStor DS Standard License

License Activation

I License Renewal & Upgrade I

Trial License Download

Upload the License Application File you have generated through SANWatch
and click Next.
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4 EonStor DS / GS License Renewal & Upgrade

B Step 1 . Upload License Apply File

Make sure that the License Apply File is the latest version. ( If you are not sure, you can re-generate the License Apply File
from SANWatch / EonOne that is connected to your EonStor DS / GS system)

Step 2 . Download License Key File

Please insert License Apply File generated in SANWatch / EonOne, then click "Next™.

License Apply File

BIFER | REFTOER

Click Download to receive the License Key File immediately.

? EonStor DS / GS License Renewal & Upgrade

The application is completed.

Please click on Download to receive License Key File immediately. You will not receive any e-mail notifications for license activation.

In case you encounter any problem when uploading the downloaded file to your EonStor DS / GS system, please re-generate the
License Apply File and go through this "Retrieve Licesne” process again, or contact Infortrend for help.

Save the License Key File at a preferred location.
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Downloading a Trial License

If you want to try out the advanced license features before making a purchase
decision, you can use the trial license, which will allow you to use the features

for 30 days.

Steps

Visit Infortrend’s EonStor DS Software License website:
http://support.infortrend.com/ and log in. If you don’t have an account, please
click Create an account to register for one.

Qnfortrend’ service center

Technical Support Knowledge Base Downloag
Technical Support

Email address

Password

./ Remember me

Lost Password Create an account

Click Trial License Download.

Qinfortrend service center

Technical Support Knowledge Base Download
4 Service Request < M

B8 Product Registration
Produci

I

# Licensing Service

Froduct Fa
Welcome

EonStor DS Standard License

License Activation

License Renewal & Upgrade

ITrial License Download |

Carefully read the information, select the checkbox, and click Next.
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+EonStor DS / GS Trial License Download

Please read the following notification and requirement before clicking Next.
The trial license includes all data services, such as Local Replication, Remote Replication and Automated Storage Tiering.
SANWatch version must be v.2.1b or later.

After finishing the process, you must download the trial license activation file directly since you will not receive any e-mail netifications.

[#I T have read above notifications and requirements.

Upload the License Application File you generated through SANWatch and click
Next.

+EonStor DS / GS Trial License Download

B Step 1. Upload License Apply File

Make sure that the License Apply File is the latest version. ( If you are not sure, you can re-generate the License Apply File from SANWatch / EonOne that is
connected to your EonSter DS / GS system)

Step 2 . Complete required information
Step 3 . Download License Activation File

Please upload License Apply File generated in SANWatch / EonOne, then click "Next".

License Apply File

RRFETER
Next
Fill in customer information and click Next.
+ EonStor DS / GS Trial License Download
Step 1 . Upload License Apply File
D Step 2 . Complete required information
Step 3 . Download License Activation File
Please Fill in the following required information, then dick "Next".
Name *
Email Address *
Confirm Email *
Company
Phone
Company Address
Country * Select
Industry *
Vendor name
" *"The asterisk marked fields are required.
11 agree to receive marketing information from Infortrend.
Next

Click Download to receive the License Key File immediately.
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4 EonStor DS / GS Trial License Download

Step 1 . Upload License Apply File
Step 2 . Complete required information

0 Step 3 . Download License Activation File

Thank you for applying EonStor DS / GS Trial License.

Please click Download to receive the License activatien File immediately.
IMPORTANT NOTE

This is a "Trial" License for EonStor DS / GS series, please do not access any data on-line transactions. Infortrend will not take any responsibilities for any data loses.
1 have read the above IMPORTANT NOTE.

In case you encounter any problem when uploading the downloaded file to your EonStor DS / GS system, please re-generate the License Apply File and go through this
"Trial License Dewnload” process again, or contact Infortrend for help.

Save the License Key File at a preferred location and upload it to SANWatch.
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Working with SSD Cache Pool
(EonStor DS subsystems only)

|5 Device List

Default Group

=l DS 516F-G2850
#-E 4 Logical Volumes

4P SSD cache pool
w Drives

% Channels

Q Data Hosts
"FE)Schedules

D C3 DO latu

0 $SD Cache Pool Information

5SD cache pool Size:
Member Count:
2 Status:
SED Status:
&3 Drive List
Slot ID Model Size
i’l 5 SSDSA2SHOAL. 50937 GB
i‘ S TSA4GSSDT20 5037 GB

118.75 GB
2/4

Enable
Disable

Life Rem... Serial No.

99% CVEMS13500D4.

0% ADT4881903235_ .

Status SEDD... JB...

@ On-Line Drive No -

@ On-Line Drive MNo =

s Add Disk
Add SSD disk(s) to SSD cache pool.

I Remove Disk
Remove member disk(s) from SSD cache pool.

SSD cache pool is a pool composed of SSD drives, designed to accelerate application workloads by
automatically copying the most frequently accessed data (a.k.a. the hot data) to the lower latency
SSD drives, so that next time when the same data is requested by a host computer, the subsystem
will retrieve it from the SSD cache pool (instead of other drives), thus boosting the data reading
performance for the host. SSD cache pool is especially useful for environments with intensive random
reading requests, such as OLTP and databases, etc.

Since the SSD cache pool works in ways similar to that of a cache, data stored in it will be removed

after the controller is reset or shut down.

apply for it.

To use the SSD cache pool, additional license is required. Go to SANWatch home > Device
sidebar > Device List > device name > Tasks corner > License Information (under Information) to
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Configuring SSD Cache Pool (EonStor DS subsystems only)

Notes and » SSD cache pool can only accelerate the reading process for host
limitations computers. Writing data from host computers to the SSD cache pool is
currently not supported.

» "Sequential read" is not supported by the SSD cache pool, meaning using
the SSD cache pool will not enhance the reading performance for
sequential data, such as multimedia files. On the other hand, the SSD
cache pool can enhance the random reading performance for databases
and OLTP.

» After configuring the SSD cache pool for the first time, resetting the
controller is required. Resetting the controller will not be required for future
configuration.

» Designating drives located in JBOD enclosures as member drives of the
SSD cache pool is not allowed.

» One controller can manage up to 4 member drives in the SSD cache pool.

» RAID configuration is not available for member drives in the SSD cache
pool.

» Data stored in the SSD cache pool will be removed every time the
subsystem reboots.

Go to SANWatch Home > Device sidebar > Device List > device name > SSD Cache
pool > Task corner
_
l&. Device List Default Group

=k DS S16F-G2850
‘:'_f Logical Volumes

g Drives
: Ak Channels

----- 5] Data Hosts

“FE] Schedules -> L.I.EHH

Activating the SSD  Click Add Disk in the Tasks corner.
cache pool 3 Add Disk
Add 55D diskis) to SSD cache pool.

Select any of the available SSD disks from the list.

SlotiD - Model - Size « Life... v | SerialNo. « Status SED... » |JB...
| Slot 1 55DSA2SHOG4G1GC 59.37 GB 99% CVEM913... Formatted Drive Mo =
Slot 2 TSE4GSSDT20 59.37 GB 0% ADT48819_. Formatted Drive No =

Click OK and then click Close when the process is complete.

QK Close

| 5 |

If you are enabling the SSD cache pool for the first time, you will be required to
reset the controller for the function to take effect. Resetting the controller will
not be required for future configuration.
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Enabling or Click Disable or Enable in the Tasks corner.
disabling the SSD . Disahle 3 Enable
cache pool Disable Enable
function

Click Yes and then click Close when the process is complete.

[ Yes ] > [ Close

Enabling SED ‘ Make sure all member drives support SED before proceeding.
Security

Click SED Security - Enable in the Tasks corner.

s SED Security - Enable
-rSEn Seta SED password or create a key file to enable SED.

In the window that appears, choose an option from the SED security
drop-down menu, and then click Apply to enable or disable SED security.
SED Security

Configure the parameters of this logical drive.

SED Security | Enabled T
> Apply

For more information about using a "global" or "local" key to protect drives with
SED security, go to SANWatch Home > Device sidebar > Device List > device
name, click the Help icon at the top-right corner, and look for the SED related
topic.

SED security will be enabled when the setting is completed. Click Apply and
Close to finish.

[ Apply ] > [ Close

Enclosure View

To view the position of member drives, click Front view in the Tasks corner.

2 Front View
&y

Highlight the location of the 55D cache

The position of the member drives will be highlighted in the enclosure view.

[r_-al_‘ IH'_‘ lHl_‘ IH"_‘ ]

=g EF== F== =0

Removing member
drives

Click Remove Disk in the task corner.

- Remove Disk
Remove member disk(s) from SSD cache pool.

In the window that appears, select the disk(s) you want to remove.
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|| SlotID - Model Size = Life ... Serial No. - Status SED... ~ |JB...
|« Slot 1 SSDSA2SHOB4G1GC 59.37 GB 99% CVEM313. Formatted Drive Mo
[ Slot2 TS64GS5D720 59.37 GB 0% ADT48819.. Formatted Drive No

Click OK and Yes to confirm the change.

[

OK

I 5 |

Yos

163




SANWatch Web-Based Interface

Working with Drives

Dey - Drive
= q " Slot ID Model + Size v Serial Humber « Status +
EDEV'CE List Default Group
B-lem DS 3016(FC 8G) o Slotz ST314635695 136,48 6B IQNDZYECO0009846 @ on-Line Drive
B £} Logical volumes
S o7 Slota ST314635655 13648 6B 3QNO2YFTOD009E46 & on-Line Drive
- Channels
]
& pata Hosts o7 Slotd ST314635655 13648 6B 3QNOZYTMOND0984E @ on-Line brive
"EEBchedules
o7 slots HUS156045YLE600 41893 GB J1YB0EHN @ on-Line orive
o Slote ST314635655 136.48 GB 3QMND2YE1 00009846 @ on-Line orive
o glotT ST314635655 136,48 GB 3QNDZYTRO000934E @ rormatted Drive
o7 glota ST314635695 136,48 GB IQND2YEAIDODIB4E @ Formatted Drive
o7 glota ST314635695 136,48 GB IQNDZYFRO000SS4E & on-Line Drive
o Blnt1o HUS15B045YL 5600 41893068 J1YSSPSN @ on-Line Drive

The Drives menu allows you to view the current hard disk drive configurations inside the device (RAID
subsystem or JBOD) and monitor the performance, identify the drive with system errors (red system
LED), clone (copy) the contents of a drive to another one, and delete the system reserved space inside
a drive to save storage capacity.
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Viewing Drive Status

Viewing Drive
Parameters

Go to SANWatch Home > Device sidebar > Device List > device name > Drives.

[ pevice

& Device List

Default Group

E

DS 3024
E_!Logical Valumes
8 55D cache pool
w” Drives

e, Channels

5 Data Hosts

[ schedules

The list of installed hard drives will appear.

Slot ID « Model ~

o Slot2 ST314635655
< Slot3 ST314635655
< Slot4 ST314635655

Click the link to see the parameters of the hard drive.
Slot: 1
Model: ATA SSOSAZSHOBAGIGC

Serial Number: CVEMS | 3600MHOBSH

Status: Used Drve
Size - 59.37 GB
Speed: 300MB
Revision Number: BEE2
Logical Drive:

Life Remaining: 89%

‘ "Life Remaining" is available for SSD drives only.

You may click Refresh to update the parameters to the latest status.

[ Refresh

Viewing System
Hardware
Parameters
(including drive
parameters)

Go to SANWatch Home > Device sidebar > Device List > device name > Tasks
corner.

r [

Default Group

-l DS 3024
B} Logical Volumes
8 SSD cache pool
w” Drives
T, Channels
9 Data Hosts
Schedules

2> HELLY
Click the System Information link in the Tasks corner.

m Infarmatian
Wiewy the total System Information and applicable License Informsation.
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Click the Configuration List tab. All system parameters will be listed.

166



Working with Drives

Scanning Drives

To scan a disk drive, it must be an enclosure spare drive or a global spare
drive.

Go to

SANWatch Home > Device sidebar > Device List > device name > Drives >
Tasks corner

ﬁ\'_ Device List
Default Group
- DS 3024

B Logical Volumes
’ 55D cache pool

5 Data Hosts

é---@S«:hedules >

Scheduling Drive
Scanning

Click Drive Scan in the Tasks corner.
e y Q Drive Scan f Readitrite Test
Soan | drive and check the status of it data blocks.

The drive (media) scan window will appear.

Media Scan

Selectthe drive and its parameters to run media scan.

RAID

Drive Slot: | |
Priority |LOW ;l
Mode |Sing|e ;l

[ Apply ] [ Close

Select the drive to scan (slot 8 in this case).
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Media Scan

Selectthe drive and its parameters ta run media scan.

RAID

Drive Slot: |8 |
Priarity |L0w ;l
Maode |Single ;l

[ appy | [ cose |

Select the priority and mode, and then click Apply.
The scan will start.
Aborting the Scan

To stop the scan from running, click the drive which is being scanned. The
button will turn into “Abort” and you may click it.

Media Scan

Select the drive and its parameters to run media scan.

RAID

Drive Slat g

Abort the media scan process of selected drives.

[ abot ][ cese |

Priority Specifies how much of the system resource be
used for scanning. The higher the priority, the
faster the scanning but the system performance
will decrease.

Mode Specifies the scanning to be performed once
(Execution Once) or continuously.
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Cloning a Drive

Cloning refers to taking a backup copy of a drive that has been predicted to fail
in the near future. You may receive indications of drive failures such as bad
sectors through event notifications. When a drive fails, the clone target drive
automatically takes place of the failed one to prevent system downtime.

The source drive can be a member of a logical drive (or pool element).
The destination (target) drive must be a spare drive.

Go to

SANWatch Home > Device sidebar > Device List > device name > Drives >
Tasks corner

[ Device

& Device List

Default Group

e DS 2024
EjLogicaI Valumes
! 55D cache pool
Drives

Sk, Channels

5 Data Hosts

“[E schedules | Tasks|
E >

Steps

Click the Clone menu in the Tasks corner.

e Copy & Replace § Clone
W Copry the contert of a drive to
failures.

The front view of the drive slots will appear. Click to select the source drive.

‘ The source drive must be part of a logical drive. |

Clene ®

Selectthe source drive and use clone itto a spare drive in the Perpetual Clone mode ar in the Replace Aﬂ-

RAID

=] e =] =]

— — — —
a e + a

— — — —
] ] ] ]

— — — —
L] L] L] L]

— — — —

Flease selectthe source drive (as a member drive of a logical drive) to be cloned.

Drive Slat : B |

* Perpetual Clone = Replace After Clone

( Apply ] | Eared

Select cloning type.

{* Perpetual Clone " Replace After Clone

» Perpetual Clone: The source drive continues operation after cloning. The
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target drive will be labeled as a “clone drive” and will not be used until the
source drive fails. When the source drive actually fails, the target drive takes
its place.

» Replace After Clone: After cloning, the target drive takes place of
(replaces) the source drive. The source drive will not be used any more,
waiting to be replaced by a new drive.

Click Apply. The target drive (a spare drive) will be chosen automatically and the
source drive will be cloned.
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Replacing a Drive

Instead of waiting for a drive to fail (and then be replaced automatically), you
may replace a drive that is likely to fail soon with a drive manually.

The source drive must be a member of a logical drive (or pool element).
The destination (target) drive must not be a member of a logical drive nor a

spare drive.
Go to SANWatch Home > Device sidebar > Device List > device name > Drives >
Tasks corner
& Device List
Default Group
El-fe DS 3024

E_!Logical Valumes

8 55D cache pool
Drives

e, Channels

5] pata Hosts

fE schedules > .mlﬂ

Steps Click Copy & Replace in the Tasks corner.

e Copy & Replace d Clone
W Copy the content of & drive to
failures.

The Copy & Replace window will appear.

Copy & Replace x
Selectthe source drive and copy its contents to the target drive. Then, replace the source drive. -
RAID
e e (=] (=]
e ] (5] L
] ] =] =]
] ] =] =]

Step 1: The source drive cannot be a memhbet of a logical drive

The source drive slot has been selected | |

The target drive slot has heen selected: | |

Next ] [ Cancel

Click to select the source drive, and click Next

‘ The source drive must be part of a logical drive (or pool element).

Click to select the target drive, and click Apply.

‘ The target drive cannot be a member of a logical drive (or pool element).

The content of the source drive will be copied to the target drive, and then the
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target drive takes place of the source drive.
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Identifying a Drive

You may flash the LED on the drive trays to identify the drive hardware-wise on
a storage subsystem enclosure.

Go to

SANWatch Home > Device sidebar > Device List > device name > Drives >
Tasks corner

E\_ Device List

Default Group

e DS 3024
El Logical Volumes

’SSD cache pool
J Drives

Ty Channels

Data Hosts
E---ES:&hedules

> 8

Steps

Click Drive Identification.

The front view of the drive slots will appear.

Identify Drive

Dirive ldentification
Idertify & drive by flashing its HDD LED.

Identify selected drives by flashing their LED.

RAID

Dirive Slot :

& Flash Selected Drives
" Flash All Drives
" Flash All But Selected Drives

J [

[ Apply Cancel ]

Click the drive you would like to identify. The selected drive will be highlighted
and its ID number will appear in the Drive Slot field.
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RAID |

Drive Slot 2

{* Flash Selected Drives
" Flash All Drives
(~ Flash &ll But Selected Drives

Select how the hard drive LED(s) will be flashed and click Apply.
® Flash Selected Drives

1 Flash All Drives
(s Flash All But Selected Drives

The LED of the selected (or unselected) drives will turn blue for five to ten

seconds.
Parameters Flash Selected Drive Flashes only the LED of the selected drive.
Flash All Drives Flashes the LED of all drives in the subsystem

enclosure.

Flash All but Selected  Flashes the LED of all drives in the storage
Drives subsystem enclosure but the selected drive.
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Configuring the Reserved Space of a Drive

A formatted drive includes a reserved section to be used for event logs and
storage virtualization, so that these contents will not be erased upon system
reset. You may remove the reserved section (unformatting a drive) to bring the
drive status to “new.” This operation is necessary for debugging purposes,
especially if you intend to do a read/write test on a drive; otherwise, it is not
recommended.

Go to SANWatch Home > Device sidebar > Device List > device name > Drives >
Tasks corner

[ Device

& Device List

Default Group

e DS 2024

E-E} | ogical Volumes
! 55D cache pool
w” Drives
Sk, Channels
5] Data Hosts

Schedules dSK
& E [ ASKS

Steps Click the Reserved Space link in the Tasks corner.
< Resered Space
N& Manzage the reserved space for a drive.

The front view of the drive slots will appear.

Clear Reserved Space

Please selectthe drive for clearing its reserved space

RAID
(=] (=] (=] =]
— — { e | { |
L] L] L] L]
— 1 — —
] ] ] L]
o —— { | { |
o o o L]
— — — —
Drive Slot |
The drive cannot be a member of a logical drive.
[ Format l [ Close ]

Click the drive you would like to format or reformat. The selected drive will be
highlighted and its ID number will appear in the Drive Slot field.
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Drrive Slat |1 |

The drive is unformatted.
The system determines if the drive has been formatted or not.

> If the drive has been formatted, click the Reformat button at the bottom to

proceed.
> If the drive has been unformatted, click the Format button at the bottom to

proceed.

176




Working with Drives

Assigning Spare Drives (EonStor DS subsystems only)

You need a hard drive that is not part of a logical drive yet.
Warning: Itis HIGHLY RECOMMENDED that you assigh a SPARE DRIVE!
Without a spare drive, there is an increased risk of data loss!

Go to SANWatch Home > Device sidebar > Device List > Device Name > Drives >
Tasks corner
ElDevice List
Default Group
Bl e DS 3024

El Logical Volumes
’ 55D cache pool

-3 Data Hosts

5---@&:nedules >

Steps Click Spare Drive Maintenance in the Tasks corner.

‘& Spare Drive Maintenance

Select a drive and as=sign it to a localiglobalienclosure spare drive.

The Spare Drive Management window will appear.

Manage Spare

Selectthe drive and choose the type of spare drive.

RAID

Select the drive to add or the spare drive to delete

Drrive Slot: 1

* Global Spare (= Local Spare = Enclosure Spare

[ Add ] [ Close ]

Highlight an available drive.

The drive slot number will also appear.

Dirive Slot 7
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The drive must not be a part of an existing logical drive.

Select the type of the spare drive.

f* Global Spare = Local Spare = Enclosure Spare

» Global spare: Spare drive for logical volumes
» Local spare: Spare drive for logical drives
» Enclosure spare: Spare drive for that particular subsystem enclosure

Click Add. The drive will turn into a spare drive.

Deleting Spare
Drives

‘ This option is available when one or more spare drives exist.

Click Spare Drive Maintenance in the Tasks corner.
_‘@ Spare Drive Maintenance
Select a drive and assign { to a localiglobalienclosure spare drive.

The Spare Drive Management window will appeatr.

Manage Spare

Selectthe drive and choose the type of spare drive

Selectthe drive to add orthe spare drive to delete

Dirive Slot: 1

= Global Spare  Local Spare {~ Enclosure Spare

[ add | [ close

Highlight an existing spare drive (marked by the plus sign to the left).

The drive slot ID will also appear.

Drive Slat 7 |

Click Delete to delete the spare drive. The drive will return into a normal
(unused) drive.
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Monitoring Disk Drive Usage (Performance Monitor)

The Performance Monitor allows you to view the disk drive usage and
performance status in real time to help identify where the system performance
bottleneck lies.

Go to SANWatch Home > Device sidebar > Device List > device name > Drives >
Tasks corner

M

& Device List

Default Group

) e DS 3024
= £} Logical Valumes

j 55D cache pool
i iagp Drives

‘lb Channels

5] Data Hosts

- schedules P Tasks

Opening the Click the Performance Monitor menu in the Tasks corner.

Performance *\E Perfarmance Maonitor

MO n itor Monitor the readfwrite latency and the transfer rate of a drive.

The Disk Performance Monitor will open updating the disk drive usage in real
time.

Performance Maonitor

View Options
I¥: Latency (ms)
[ Rate (mMBis)

e FEA0 — TR

Drives

mLogical Drive D 40296293 =

W Drive Slot 2 Channel 4

W Drive Slot 3 Channel 4
mLogical Drive [D: 979052110

W Drive Slot 4 Channel 4

W Drive Slot 5 Channel 4

W Drive Slot 6 Channel 4
mLogical Drive ID: eb8afdd  —

W Drive Slot9 Channel 4

W Drive Slot10 Channel 4

Dirive Slot ¥ Channel 4 il

Zelect a drive to view its
parameters.

M Logical Drive
W Zpare Drive
Uruzed Drive

179



SANWatch Web-Based Interface

Monitor Graph

Drive Slat 2 Channeld

1.00

Lateney {ms)
o o
i ~
=} ]

=
i
h

=
o
a

09:22:10 09:22:20 09:22:30

> Title: Specifies the slot location and host channel ID of each drive.
» Vertical axis: Shows the latency. 1.00 millisecond = 100%.
» Horizontal axis: Shows the current time.

Configuring the
AXis

To set the averaging time and duration (x-axis), use the drop-down menu in the
sidebar.

Average

1 j Second

Duration

30 ﬂ Second

You can select the y-axis item from the sidebar. By default, the y-axis is set to
show both latency and data rate. You may replace it with data rate or latency.

View Options View Options
W Latency (ms) ¥ Latency gms)
[~ Rate (MBfs) [v Rate (MBrs)
o Fead — it m FEad — TR
Drive Slot1 Channeld Drive Slot 1 Channeld
1.00 1.0
0.7s 0.4
0.50 oo
1k E6:20 12640 13650
0.25 10
0.00 045
14:35:20 14:25:30 14:25:40
oo
14:25:20 14:25:20
Average Specifies the data averaging period: 1, 2, 4, and 8
seconds.
Duration Specifies the time range of the monitor screen: 30, 60,

90, 120, and 160 seconds.

Drive Categories

All physical and logical drives are categorized and listed in the sidebar.
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and List

mLogical Drive ID: 19a5ab47
| Dtive Slat 5 Channel 4(5)
W Drive Slot 6 Channel 4(5)
Drive Slot 1 Channel 4(5)
Dirive Slot 2 Channel 4{5)
Dirive Slot 3 Channel 405)
Drive Slat 4 Channel 405)
Drive Slot & Channel 4(5)

Selact a drive to view its
parameters.

M Logical Drive
W Spare Drive
Unuzed Drive

Logical Drive The hard disk is part of a logical drive.

Spare Drive The hard disk is part of a local or global spare drive.

Unused Drive The hard disk does not exist, or is not part of a logical
drive.

Recording the
Status

You may record the disk performance data into a log file. Click the Start
Recording button.

Start recording
00:o0:00

The recording window will appear.
Performance Monitor

— Start at

® |mmediately

Start at a predefined time

Date:l:lzﬁ Hour: Minute:

— Stop at

» Stop Manually
Stop after

Record Duration:Hour:l[] | rv1inute:|[] | Second:

— Log Parameters

Average Period of Log: Hour:D Minute:l[] | Second:|1[] |

Select the starting time: right now or later.
Start at

e Immediately

Start at a predefined time

Date: | B Hour|0  v| Minute:[0 v

181



SANWatch Web-Based Interface

If you click the calendar icon, you can select the starting date.

Start at a predefined time

(4] July 2014

-Stopat Sy Mo Tu We Th
* Stop |\

P 1] 2| 3
Stop =

i} 7 8 91 10
Recorn

13 14 15 16] 117

200 21) 22) 23| 24
- Log Parg

27| 28 29 30| 31
Averal

Select the ending time: manually or after a fixed period.

Stop at

Fr

1
18
25

o
Sa

5
12
19
26

# Stop Manually
Stop after

Record Duration: Hour: []

1 Minute: 0

Second: 30

Select how frequently the data will be sampled.

Log Parameters
’7 Average Period of Log: Hour:|g

Minute: g

| second:[10

Click OK. The button will turn into Stop Recording and Download Log. You can
manually stop the recording and/or download the result into a local file.

]

]

[ Stop recording
[ Download log
00:o0:.04
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Working with Channels (NOT
Supported by EonServ)

(&L Device List Detaut roup | G|, Host
Sl DS 3016(FC 86)

E_i Ler e N TES Channel ID ~ Data Rate « Max Speed « Current Speed « Status  ~
W Drives Channel 0 Auto 8 Ghps 5.0 Ghps Link Up
W Channels
/58 [ ata Hosts Channel 1 Auto 8 Ghps = Link Down
[ schedules

Channel 2 Auto 8 Ghps = Link Diown

&h, Expansion
Channel ID Speed Status

Mo Data

This chapter describes how to view and configure the current host channel configurations, give an alias
to a channel, group channels, and check whether the channels are properly connected.

183



SANWatch Web-Based Interface

Viewing Channel Configurations

Viewing Channel
Parameters

Go to SANWatch Home > Device sidebar > Device List > device name >
Channels.

(pEvicE—

[§. Device List

Default Group

El-fm DS 3024
E_!Logica\\folumes
j 55D cache pool

] Schedules

The list of host-device channels will appear.

| ranneriiste
&EL Host
Channel ID « Data Rate «
Channel 0 Auto
Channel 1 Auto
Channel 2 Auto

Click the link to see the parameters of each channel.

This option is available for Fibre channels only.

Topology: Paint-ta-Paint

Speed: 8.0 Ghps

Link Status: Link g

WIAPN: AID 112 210000D023080000; BID : undefined,
TWAVNN: AID 112 2000000023080000; BID : undefined,
SCSIID: 112,

You may click Refresh to update the parameters to the latest status.

Refrash
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Configuring the Host Channel Settings

Go to SANWatch Home > Device sidebar > Device List > device name > Channels >
Tasks corner

% Device

(& Device List
Default Group

- DS 3024
‘ Logical Volumes

8l SSD cache pool

) Data Hosts
" [ESchedules E Tasks

Steps Click Host Channel Settings in the Tasks corner.

Host Channel Settings
Configure the default controller data rate and contraller

D=,

The list of channels and their configurations will appear.

Host Channel Settings x

HEERERRE
[ = I S 1 < 1]

( Apply ]_[ Cancel ]_)

iSCSI Channel
Configurations

| =
Ju v
ju =
Ju 5]
ju =
Ju 5]
ju =
ju =

Click Configure to modify the IP address, subnet, and gateway (route). Note that
each slot has its own IP configuration.
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Interface ID: ooo023acyhl 2

—IPvd
Type: ¢ Static & DHCP & RARF

SlotA SlotB

IP address: IP address:
Subnetmask: Subnet mask:
Default gateway: Default gateway:

—IPvE
Type: € Static © Auto & Disahbled

SlotA SlotB
IFE address: IFYE address:
Subnet prefix lenath: Subnet prefix lenath
Route: Route:
iSCSI Parameters Channel ID Specifies the LUN mapping ID number.
MCS Group MC/S (Multiple Connections per Session) protocol

allows combining several channels to improve
performance and failover rates.

Type (Configurable)

» Static: Specifies a fixed IP address.

» DHCP (Auto): Allows the router/switch to pick an
available IP address for the subsystem.

» RARP: The Reverse Address Resolution Protocol
(RARP) requests the IP (IPv4) address from an
administrative host.

> Disable: Disables the IPV6 address protocol (used
when IPV4 is used instead of IPV6).

IP Address (Configurable) Specifies the IP address in IPV4 or IPV6
format.
Subnet Mask, (Configurable) Allows users to specify the surrounding
Default Gateway, or  subnet and gateway for the subsystem to specify the
Route network subdivision.
Fibre Channel There are few configurable parameters for a Fibre Channel port (you may
Configurations choose the default data rate for some channels).
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EREEEERE
EREEEE R R

Fibre Channel Channel ID Specifies the LUN mapping ID humber.
Parameters

Data Rate Specifies the data rate of the Fibre Channel.

InfiniBand Channel There are few configurable parameters for an InfiniBand Channel port.
Configurations

InfiniBand Channel Channel ID Specifies the LUN mapping ID humber.
Parameters
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Giving Alias / Assigning WWNs to Groups

Go to

SANWatch Home > Device sidebar > Device List > device name > Channels >
Tasks corner

[§. Device List

Default Group

-l DS 3024

Ej Logical Volumes
’SSD cache pool
: w Drives

@ Schedules > m

Steps

Click Scan Port Information in the Tasks corner.
Lgl Scan Port Information
Yiew the information of all ports.

The list of alias and WWN (World Wide Name) will appear.

Scan Ports Information x
VWWWH Controller Alias Group
21000024FF3FGEQG Slot A
2100001B321A97ES Slot A
21000024FF3FGEQG SlotB
2100001B321A97E5 SlotB
[ Edit ][ Delete ” Assign Group ][ Unassign Group ][ Close

Assigning/Deleting an Alias/WWN

To assign an alias for a WWN, highlight it, click Edit and enter an alias.

HostIDiAlias 2101001 B32A9631C

Alias: |Alias

The alias will appear in the WWN list.

AN Controller Alias

2101001 B32A9631C Slot A Alias

To delete the alias/WWN, click Delete.
Assigning a WWN to a group

After giving an alias to a WWN, you may bundle it to a group. Click Assign
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Group. The Group Assignment window will appeatr.

HostID: 2101001832A9631C

Assign Group | O | =l [ add

Click Add to name the new group, or choose an existing group from the
drop-down menu.

[ Add Mew Graup |Group1 |
>

Click OK.

o]

If the group already has LUN mappings, you will be prompted to decide whether
you want to add existing LUN mapping(s) already created for the group. Click
Yes to include the same LUN mapping(s) for the WWN.

Do you want to create the same LUN mappingi(s) for

2101001B32A93E1C (alias02) of Group1? > [ Yes

The WWN will be assigned to a group.
Unassigning a WWN from a Group

To unassign a WWN from a group, click Unassign Group, and follow the
onscreen instruction to complete the setup.

Depending on the Group's LUN mapping configuration, you might be prompted
to decide whether you want to remove existing LUN mapping(s) already created
for the group. Click Yes to remove the same LUN mappings for the WWN.

Do you want to remove all LUN mapping(s) created for
Yez ]

2101001B32A93E1C (alias02) of Group1? ->
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Changing Channel Type for the Converged Host Board

The converged host board allows you to change the channel type for all its four
physical ports. When the channel type is changed, all ports on the converged host
board will be using the new type after system reboot.

Currently the following channel types are supported by the converged host board
includes:

» Fibre Channel 8G
» Fibre Channel 16G
> iSCSI 10G.

Notes and
limitations

» System requirement for converged host board: EonStor DS 4000 series.

» LUN mappings should be removed before changing the channel type.

» For FC 16G, its data rate could be optionally set as 16G/8G/4G; For FC 8G,
its data rate could be optionally set as 8G/4G.

» If the channel type of the ports on the converged host board is set as Fibre
16G or Fibre 8G, then the storage subsystem could only be connected with
other devices through the point-to-point (FC-P2P) topology, meaning
Arbitrated Loop (FC-AL) is not supported by the converged host board.

» For Fibre Channel ports on other types of host boards, Arbitrated Loop is
supported by Fibre 8G ports, allowing you to change their fibre connection to
either loop only or point-to-point only (at System Settings > Host-Side).
Arbitrated Loop is not supported by Fibre 16G ports.

» For Fibre Channel ports on other types of host boards, their SCSI ID starts
with 112. For the converged host board, its physical ports are all regarded as
iISCSI ports even if their type is configured as FC 8G/16G, and their iISCSI
IDs are specified according to the following rule:

Controller A: (accumulated iISCSI channel number) x 16

Controller B (if available): (accumulated iSCSI channel number) x 16 +1
Note: The channel number starts from "0", which is also the number of the
first physical port.

The example below demonstrates how to figure out the iISCSI IDs for all

available channels on Controller A of a storage subsystem.

Channel Channel iSCSI
Number Type ID
iSCSI 0x16=0
iSCSI 1x16 =16
FC 112

FC 112
converged host 2x16=32
board
converged host 3 x16 =48
board
iSCSI 4x16 =64
7 iSCSI 5x16 =80

AlWIN|F|O

(&)]

(o]

Go to

SANWatch Home > Device sidebar > Device List > device name > Channels > Tasks
corner
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S Device

[5 Device List

Default Group

Elfim DS 3024

g Drives
Ty Channels

&} Logical Volumes
£ Logical volume 1
=B} Logical Volume 2

j 58D cache pool

5] Data Hosts
-EE) Schedules

i J—

Steps

Click Host Board Channel Type in the Tasks corner.

1 Host Baard Channel Type
Configure the Host Board Channel Types.

This option is available only when a converged host board is installed on
your controller.

In the window that appears, select one of the checkboxes to change the channel
type of all physical ports on the converged host board to the one you specified.

Host Board 1

Channel 4

Channel 5

Channel 6

Channel 7

Made 1

Fibre 16G

Fibre 16G

Mode 2

Fibre 8G

Fibre 8G

Fibre 8G

Fibre 8G

v Mode 3

iSCSI10G

iISCSI10G

iSCSI10G

iSCS110G

Click Apply.

For the change to take effect, restart the storage subsystem.

Parameters

Mode 1

If you select this mode, only the first two ports of the
host board will be available for connectivity, with their
channel type configured as Fibre 16G.

Mode 2

If you select this mode, all of the 4 ports will be
available for connectivity, with their channel type
changed to Fibre 8G.

Mode 3

If you select this mode, all of the 4 ports will be
available for connectivity, with their channel type
changed to iSCSI 10G.
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Checking System Health

Go to SANWatch Home > Device sidebar > Device List > device name > Channels > Tasks
corner

| Tpevice T —

[§. Device List

Default Group

- DS 3024

=&} Logical Volumes
E_!Logical Volume 1
E 1} Logical volume 2
! 55D cache pool

g Drives
-y Channels
/8 Data Hosts
5] Schedules > m
Steps Click System Health Status Settings in the Tasks corner.

[ Systermn Health Status Settings
System Heatth Status Seftings

The system will check all channel connections, and display the following
message if all connections are normal or approved.

Check Connection Status x

All connections are normal and approved.
If you want to update the approval list, please change the current

setting manually and check again.

If abnormal or unapproved connections are found, the system will display their
status in a list.

List of abnormal or unapproved connections:

| Approved Type = Channel ID + Speed Status «
Host 2 = Link Down
Host 3 = Link Cown
Host 4 = Link Down
Host 5 = Link Down

Select the channel(s) whose status you want to approve. If the status to be
approved is found to be unhealthy (= contains some network problems), a warning
message will appear.

Health Check ®

Improper connection status or settings have been detected.

Areyou sure the configurations are proven?

e ) )

» If you click Yes, the message will disappear and the Health Check link will be
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disabled (= the connections are normal)
» If you click No, some suggestions on improving the connectivity will appear.
Health Check ®

& Flease fix the cahling problem or configure cannection settings, and
then check the system health.
Systern notifications will continue to be generated until the settings

are configured carrectly.

——
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Working with Hosts

System  Seftings  Language  Aboul (@ Reptication Manager @) vein () Dsta Retosy

R Devies List Hist Neams 1P Addrses 08 [y —— [rTpr—
(] gvi-peian 127001 Wirdces Seres 2008 B3 40 o
oup 2
e DS 30168081 16)
# [l Logical Volumes
& Orves
W Channels
[ Schecuiss
Agd Host Dizsannect Host
Afid A mAnAgemAn dat hoat by 13 P adines of host nams e n host from the manngement kst
” DB Elush Agurl EunPath
Cordgurs the dalabase fush satting o & host with an agend. Saect & host and view BS mulipls LD [MPIC] Connection topalogy.

This chapter describes how to add or disconnect a host computer to/from the current system, configure
database flush settings, and configure multiple 10 (MPIO) topology of the system.

About Out-of-band & In-band management

Management

ServerB IP Server A

ServerB |[&==
- a—d Add Host
';4 - -y E
Data Host Agent Management Host Agent
[
SANWatch
(browser)

(Data Host Agent and Management Host Agent are included in SANWatch)

e Qut-of-band ¢ In-band

Manages the storage through LAN Manages the storage through host

connections. channels.
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Adding a Host

Before You Start Go to the host server (for example, Windows Server 2012 R2) > iSCSI Initiator
> Targets.

Next, enter a channel IP address of your EonStor DS device in the Target field.

Then, click Quick Connect to add your device to the Discovered targets list.
Click OK to finish the setting.

iSCSI Initiator Properties =

Targets | Discovery | Favorite Targets | Volumes and Devices | RADIUS | Configuration |
Quick Connect

To discover and log on to & target using & basic connecton, type the [P address or
DNS name of the target and then dhck Quick Connect.

Target: 172.24.110.41| | Quick Connect...

Discovered targets
Refresh

MName Status

To connect using advanced options, select a target and then Connect
dick Connect. —

To completely disconnect a target, select the target and I
then dick Disconnect. - -

For target properties, indudng configuration of sessions, Propertiss. ..
select the target and dick Properbes. —_—

For configuration of devices assodated with a target, select evices
the target and then dick Devices. - =

ok || canel Apply

Go to SANWatch Home > Device sidebar > Device List > device name > Data Hosts >
Tasks corner

[§. Device List

Default Group

E-fim DS 3024
- &} | ogical Volumes

j SSD cache pool
g DTIVES

T, Channels

- Data Hosts

Schedules
= O Tasks|

Steps Click Add Host.
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Add Host
Add & management data host by its P address or host name.

Enter the IP address of the new host, then click Add.
Add Host »®

Enter the IP address of the data host and add itto the

Host IP address: 172 24 110.79 |

( Add || close |

The new host will appear in the Data Host corner.

Host Name = IP Address = 05 a
[] custertiode2 127.0.0.1 Windows Server 2012

196



Working with Hosts

Removing (Disconnecting) a Host

Go to SANWatch Home > Device sidebar > Device List > device name > Data Hosts >

Tasks corner

[§. Device List

Default Group

E-fim DS 3024
- &} | ogical Volumes

-8l 5D cache pool
g DTIVES

T, Channels

- Data Hosts

Schedules
= O Tasks|

Steps Click Disconnect Host.
Disconnect Host
Remove & host from the management list.

Check the host you wish to disconnect from the list and click Disconnect.

Disconnect Host %

Disconnecta data host from the selected device and remave the host fram the list. _

[~ Host Hame IP Address 0%

Windows Server 2008 R2

V¥ EVT-PC140 127.0.0.1

Disconnect ] [ Close

The host will be removed from the list.

0s

Host Name IP Address

Disconnecting the host will not affect its configurations. When you reconnect
host to the device again, previous configurations will remain intact.
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Editing Multipath Devices through EonPath

Only available for Windows 2003 and before.
For Windows 2008 and later, use Microsoft native MPIO settings.

1. Before configuring EonPath setting, you have to install EonPath driver on
the host server first (server with Data host agent). For more information
about installing EonPath driver, see Working with multipath.

2. You need to add a host (server with Data host agent) to enable in-band
management.

Go to SANWatch Home > Device sidebar > Device List > device name > Data Hosts >
Tasks corner

[§. Device List

Default Group

E-fim DS 3024
- &} | ogical Volumes

j 55D cache pool

g DTIVES
Sy, Channels
- Data Hosts
Schedules L
& N Tasks|
Steps Click the EonPath menu in the Tasks corner.

> EonPath
<=0 Select a host and vieve itz multiple B (MPIO) connection topology.

The list of current hosts will appear. Highlight the host you would like to
configure and click Next.

EonPath x
Selectthe data host for configuring multiple paths first. -
Host Name IP Address
EVT-PC140 127.0.0.1
Next ] [ Cancel
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You can view the list of current multipath devices.

Multipath Device

— Host Physical Device

Statistics

Index | Device Enclosure ID Volume ID Status Size
0 25092 2DT46E31073584D Used Device, OK, Passive, 50 GB
1 25002 3AABCD40392D97A0 Used Device, OK, Passive, 60 GB
b 25092 2DT46E31073584D Used Device, OK, 50 GB
3 25092 3AABCD40392D97A0 Used Device, OK, 60 GB

— Multipath Device

Index | Multipath Device |Enclosure ID | Volume ID Humber of Paths | Load Balance Method | Size

0 | MPDevicet 25002 2D745E31073584D 2 MINI QUEUE 50 GB
1| MPDevice2 25082 3AABCD40392D97A0 2 MINI QUEUE 50 GB
[ Edit

You can edit an existing multipath device.
| Edit |

Select the load balancing policy.
Load balancing applies only to active paths (not applicable to passive paths).

 Round Robin
Distributes IO equally among the paths in & round-robin seguence.

= Failover

Comhines two D paths as one fault-tolerant path.

& Mini Queue
Shares M0 requests equally by detecting paths with low traffic and directing §Os there.

Click OK to finish editing the multipath pair, and then click Close to close the
Information window.

Information

@ The load balancing method has been configured.

[ Close

Click Refresh at the bottom to update the status if the device does not appear.

Refresh

Parameters Failover There will be no balancing among multiple paths. One
dedicated path will be used for all data transactions, and if

the main path fails, the remaining path will take over its role.
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Mini Queue Data transactions are shared with all paths. The data load
will be dynamically distributed according to the length of the
job queue.

Round Robin Data transactions are shared with all paths. The data load

will be equally distributed in a round-robin fashion.
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Monitoring Multipath Devices in EonPath

Only available for Windows 2003 and before.
For Windows 2008 and later, use Microsoft native MPIO settings.

Go to SANWatch Home > Device sidebar > Device List > device name > Data Hosts >
Tasks corner

[E.. Device List

Default Group

Bl DS 3024
=] Logical Volumes

j 35D cache pool

gt LIIVES
-k, Channels
-8 [)ata Hosts
=] Schedules ,
= P Tasks
Steps Click the EonPath menu in the Tasks corner.

> EonPath
= Select a host and vieve its multiple B (MPIO) connection topology.

The list of current hosts will appear. Highlight the host you would like to
configure and click Next.

EonPath x
Select the data hostfor configuring multiple paths first. _
Host Name IP Address
EVT-PC140 127.0.01
[ Next ] [ Cancel ]

Select the Statistics tab. The list of multipath device statistics chart will appear.
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EonPath Settings x

Throughput
(Mbps)

Throughput Record

1.0

MPDeviced ns

0.0

[ Refresh ]_[ Close ]_

Select the checkbox next to the multipath device you want to monitor. The graph
will update the I/O statistics in real time.

Enable Device

MPDevice

To refresh the plot, click Refresh.
| Refresh |
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Flushing Host Cache Memory for Database

When database applications (SQL, Oracle, etc.) are running in the host
computer, user data will be temporarily stored inside the host computer’s
memory (cache memory) before transferred into the RAID subsystem. When
you run a replication job (such as snapshot or volume mirror), you must make
sure that transferring cache memory content into the RAID subsystem is
completed before backing up your data; otherwise, there will be data
inconsistency between RAID subsystem and host computer.

The database flush mechanism ensures that any cache data in the host
computer will be flushed (transferred) into the RAID system before a replication
job is triggered.

In-Band VS.
Out-of-Band

There are two types of cache memory flush, depending on the connection
between the host computer and the subsystem.

In-Band Flush

Flushing the cache memory will be triggered by the host computer itself, which
is connected to the subsystem through in-band connection. This is the standard
flush method when there is only one data host computer or Windows Virtual
Machine (VM) is not running in the host computer.

Out-of-Band Flush

Out-of-band

console

Data Host agent

< IP addr >

Servers Applications

Flushing the cache memory will be triggered by an out-of-band host computer.
This method is required in the following cases:

» Multiple host computers with database applications are connected to the
subsystem. In-band flush might be in conflict when more than one host
computers tries to back up user data at the same time. In this case,
out-of-band flush allows multiple servers to perform data flushing in series
without conflict.

» Windows Virtual Machine (VM), installed on ESX server, is running in the
host computer. VM itself cannot initiate cache data flushing on its own, thus
the host computer needs to use the out-of-band connection to initiate
flushing indirectly.
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Configuring In-Band Flush Using DB Flush Agent

If you are holding data in database forms, you need to flush all data into the
storage subsystem before doing a backup job. The DB (database) Flush
module in SANWatch allows you to perform it automatically.

DB Flush works for the following databases:

» SQL
» Microsoft Exchange
» Oracle

Go to SANWatch Home > Device sidebar > Device List > device name > Data Hosts >
Tasks corner

[E. Device List

Default Group

El-fm DS 3024
E_! Logical Volumes

----- j SSD cache pool

- Data Hosts
~EF schedules )
> RELLE]

Step 1: Activating Click DB Flush Agent in the Tasks corner.
DB Flush Agent @ DB Flush Agent

Configure the database flush setting of & host with an agent.

The list of current hosts will appear. Highlight the host you would like to
configure and click Next.

DB Flush Agent ®
Select a data host for configuring a database flush task. -
Host Hame IP Address
EVT-PC140 127.0.0.1
Next ] [ Cancel

The DB Flush Agent setting screen will appear.
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DE Flush Agent Settings

Canfigure the database far flushing the data during data service operations. -

Connected Host IP Address: 127.0.0.1 -

— Cluster Settings
[T Enable Cluster Support: Host j

IF Address of Secondary Mode:

— DB Flush Settings

Index + Twe - DB Name DB Server + Enable - ;I
=
add | [ Edit | [ Dpelete |
L7 Enahla Fluch | an LI
[ 0K ] [ Cancel ]

Step 2: Enabling
Database
Clustering

Changing the database clustering setting will reset other DB Flush Agent
settings.

Database clustering refers to storing sequential rows of a database table on a
disk. It will boost the database performance for server-centric database
systems, since the server can perform database operations by direct access to
disk.

To enable database clustering, check the Enable Cluster Support checkbox and
select DB Cluster. If you would like to add another node, select Host and enter

the IP address.
Cluster Settings

[¥ Enable Cluster Support: Host =l

IF Add =3 dary Mode:
ress of Secondary Mode DB Cluster

Step 3: Enabling
Flush Log

Enable the flush log if you want:

» Event logs for clustered nodes will be kept on this machine.
» Events will be reported in the following locations.

Windows: Event Viewer

Linux: /var/log/messages

Solaris: /var/adm/messages

¥ Enable Flush Log

Step 4: Configuring

Database Flush
Settings

Click Add. The DB Flush setting window will appear.
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Add DB Flush Settings

Selectthe database connection parameters for the data flush task.

DB Type:

OB Server Mame:

Listen Port:

DB Mame:

OB Administrator:

Passward:

Flush Operation:

S0L Server j

1433

Enahle j

Enter the parameters and click OK.

The new database flush setting will appear in the DB Flush Agent screen.

Click OK and close DB Flush Agent.

OK

Parameters

DB Type

Specifies the database from Oracle, SQL Server, and
MS Exchange.

DB Server Name

Specifies the user-defined name of the database server.

DB Listen Port

Specifies the network port (default 1433) which the
database listener (a software that manages the network
traffic between the database and client) monitors.

DB Name

Specifies the user-defined name of the database.

DB Administrator

Specifies the database administrator user name. Enter a
“sa“ (System Administrator) login name. The “sa” name
can be disabled when you select the security level of
your database. By disabling "SA" access, no one will
have access to a database system, except logging in as
the Windows Administrator. Refer to this section for how
to enable an “sa” login.

DB Password

Specifies the database password.

Enable DB Flush

Allows flushing database inside cache memory into a
local file before taking snapshot images.

206



Working with Hosts

Viewing DB Flush Events (Windows)

The default path to system event can be found in:
C:\app\Administrator\product\11.1.0\db_1

From here you can check on related events.

You can examine event messages from Windows Computer Management ->
System Tools -> Event Viewer -> and Application.

Event messages generated by the DB Flush agent are listed below.

List of Events

Message

Description

unsupported platform

The OS platform is not supported

config file not exist or
damaged

No associated DBFlush configuration file
exists or the file is missing.

config file io error

Could not access the DBFlush configuration
file.

dbflush no config, do
nothing

No valid DBflush configuration.

begin suspend database
diskno=xx

Starts DBFlush operation on partition or virtual
volume index #.

dbflush x: is disabled, do
nothing

DBFlush configuration profile index X is
manually disabled.

server x suspend fail

DBFlush on server X operation failed.

suspend database fail

DBFlush operation failed.

end suspend database

DBFlush operation completed.

enter resume database

DBFlush operation ended, resuming normal
database operation

server X: resume database
fail
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end resume database DBFlush operation ended, resumed normal
database operation.
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Using DB Flush Agent in Oracle 10g

To ensure the integrity of snapshot copies, before taking a snapshot for a
database, users should make sure that all data in the cache memory are
flushed to the storage system. For databases a dedicated DB Flush Agent can
take over the flushing task automatically. However for other databases, the
flushing task has to be done manually.

Note

» The configuration example below assumes that the Oracle database,
including its data, log and control files, are all stored in partitions or virtual
volumes on the storage system.

» SQL*PLUS is an Oracle command-line utility program.

Step 1. Suspend or
Shutdown the
Database

Depending on whether you would like to perform snapshot protection online or
offline, you can choose to suspend or shutdown the database.

To perform snapshot online, you should suspend the database with the
following SQL*PLUS2 commands.

c:\sqlplus /nolog
SQL>conn / as sysdba
SQL>alter system suspend;

To perform snapshot offline, you should shut down the database with the
following SQL*PLUS commands.

c:\sqlplus /nolog
SQL>conn / as sysdba
SQL>shutdown immediate;
SQL>startup mount
SQL>exit

Step 2. Take
Snapshots

In SANWatch GUI, take snapshots for the partitions or virtual volumes storing
the database.

If files of the Oracle database are stored in more than partitions or virtual
volumes, to ensure data consistency, please be sure to use the Group
Snapshot feature to simultaneously take snapshots for them.

Step 3. Resume or
Restart Database
Service

If you just suspended the database, resume its service with the following
SQL*PLUS commands.

c:\sqlplus /nolog
SQL>conn / as sysdba
SQL>alter system resume;

If you just shutdown the database, restart its service with the following
SQL*PLUS commands.

c:\sqlplus /nolog
SQL>conn / as sysdba
SQL>shutdown immediate;
SQL>startup;
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SQL>exit

Then restart the service on your host server.

When necessary, you can use the snapshots to rollback data or restore files.

Test Script

Below is a sample script that runs tests on growing databases in Oracle.

create table student
(id int,

name varchar(10),
english int,

math int,

chinese int

tablespace users;

create or replace procedure loopinsert as
iint:=1;
begin

for iin 1..500000 loop
INSERT INTO student
(id, name, english, math, chinese)

SELECT max(id)+1,

'sk', max(english) + 1,

max(math) + 1, max(chinese) + 1
from student;
commit;
end loop;

end;
/

exec loopinsert;
commit;

Examining Backup

Process

The backup process can be examined through Oracle Log File Viewer.

You may perform snapshot backup using schedules that start from an active
database and verify correctness of backup by performing the rollback function.

ile Yiewer - 172.16.80.130'AAA

[ Archive #1 - 5/23/2008|
[ rchivs 2 - 572372008
[ rchive #3 - 5/23/2009)
[ rchive #4 - 5/23/2009]
[ rchivs 15 - 572372008
[ 50L Server Agent
5[] Windows NT

‘ [ Load Lo (el Export [Z]Refresh 7 Fiker .. < S=arch... [[Help

Log file summary; Ma fiter applied
Dats

| Source | Message

5/23/2003 1:0706 AW

Backup |Database backed up. Diatabase: db, craation dateltime): 2003/05/Z3(01:00:48), pages dumped: 276, fist LGN: 43,3547, last LSN: 134251, number of dump devices: 1, device in

5/23/2003 1:07.06 AM
5/23/2003 1:05/50 AM
5/23/2003 1:01:41 AM
5/23/2008 1:01:41 AM
5/23/2003 1.00:43 &M

£1Y2 19008 1R 4G Ak

uof e oy el e e

spid55 140 was resumed on database db. No user action is required

spidSS 140 is hozen on database db. No user action is required. Howewer, if 140 is not resumed promptly, you could cancelthe backup.

Logon  Loain failed for user 'ss” Rieason: Falled to open the skplicily specified database. [CLIENT: 17216.80130]

Logon  Ewor: 18456, Severity: 14, State: 38

spidS7  Setting database option PAGE_WERIFY to CHECKSUM for database db.

BT E e Amioh e et WAL IEED b AR e Ao b AL
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Using DB Flush Agent in MS SQL

To ensure the integrity of snapshot copies, before taking a snapshot for a
database, users should make sure that all data in the cache memory are
flushed to the storage system.

Sample Database
Configuration
Using SQL Server
2005

Create volumes. Leave enough unallocated storage space in volumes for
performing snapshot backup. Depending on the size of data changes and how
frequently they are changed, you normally require 2 to 3 times of a partition or
virtual volume capacity for taking snapshot backup.

When taking snapshots for database applications, such as Oracle, use
“Group Snapshot” in the scheduler. Using Group Snapshots ensure
consistency between database volumes and log volume. A Group snapshot
is taken by selecting multiple source volumes.

1. Map virtual volumes to hosts.
2. To test backup, copy data files to a virtual volume.
3. Start Microsoft SQL Server 2005.

) Accessories > |SL Server Mangement Studio
Jj Compuker Associates k
I/ isilo v
Jj Microsoft Office 4

i ; 3 .jﬂ Configuration Tools 3
Jil FrintMe Inkternek Printing k Ji'l Analysis Services 4
Gekif 2,3.1 Jj Documnentation and Tutorials *
.Jj Microsoft Misual Studio 2005k .Jﬁ Performance Tools [

¥ A SOL Server Business Inteligence\Development Studio

| -\g SQL Server Management Studio

4. Use the Attach function to assign a virtual volume as database location.
SQL Server 90,2047 - FGREFWE: |

[ Syster  Mew Database... Lj Data baSE

[ Datab. FGREFWESW S\ Dak
_,I Adven Attach. ..
:_,l adven,  Restore Database...

| 1556 Restore Files and Filegroups...

Marne
=3 Securlt}.f' Refresh |1 System Databases
[ Login [ Database Snapshaoks
a zer‘c"ler ?nlles |1 Adventurevvarks
L Credentials | AdventuresworksDw

1 Server Objects
[ Replication
|1 Management
[ Motification Services
I_-ﬁ_-) 3L Server Agent {(Agent »Ps disabled)

5. On the ensuing screen, click the Add button to attach databases.

| 1G_5qL_Test
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B Attach Databases -0l x|
Select apage g Script ~ m Help
2 General
Databaszes to attach:
I MDF Fils Location I D atabaze ... I Attach As I Owiner I Statug I Message I

Mtach DataBases

Eemove |

[atabase details:
6. Select data base files you previously copied.
Locate Database Files - FGREFYWE4Y3 =10l x|

Select the file:

ource volume

T H
#-{_ BK_Source
=3 DB_Source
! B3 Backup
O K 1004 _S0L_Test mdt
e ] 1G_SOL_Test.mdf
] 500M_SOL_Test mdf
-] Marthwind. mdf
{0 Systern Volume Information

SAL data

EaR e

Eag

FH-Ca K
Selected path: IH:'\DB_SDurce'\Backup

Files of bype: IDataba&e File=[*. mdf] j
File name: {100M_S0L_Test.mdf

7. Verify the correct file paths.
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' Attach Databases — Ol x|
‘:_S Secript = Lﬁ Help
2 Gereral
Databases to attach:
I MDF File Location Database ... I Attach Az I Cwner I Statug Message
| HADB_Source®Bac.. .| 100M_SO.. 100M_SQ.. FGREF...
Please check data base file path
Add.. Bemove |
"100M_SOL_Test" datgbase details:
Original File Mame / I File Tupe I Current File Path Message I
| Data H:ADE_Source’Backuph... .. |
100M_SOL_Test_lo.. Log H:ADB_SourcetBackuph...

8. Verify the attached data.
=] Ld FGREFWE4WS (SOL Server 9,0,2047 - FGREFWE:
= [ Databases
1 Swstem Databases
1 Database Snapshots
[_-J AdventureWorks
|| AdventuretorksDit
[ ] 1G_5GL_Test
B |
1 Database Diagrams
[= [ Tables
[ Swstem Tables
= = dbo.aaa
3 Colurins
[ Keys
| Conskrainks
1 Triggers
[ Indexes
|1 Skatiskics
= dbo.aaat
=1 dbo.Table1
-1 dbo.Tablel$
L views
[ Synonyms
1 Programmability
[ Service Broker
|1 Storage
[ Security

|
] 100M_SQL_"

FGREFWE4W3'I,Databases\J

Mame

| Datahase Diagrams
[ Tables

[ views

| 3vnonyvms

[ Prograrmmability
| Service Broker

[ Storage

[ Security

" 100M Data base

Test Script

Below is a sample script that runs tests on growing databases in SQL.

create table DBFlush.dbo.DBtest

(ID bigint,
Rrd_Name char(20),
Math float,
English float,
Chinease float,
physical float

use DBflush
GO

declare @a int,@Temp_|

@f int, @Out_String varchar(30)

set @a=1
set @Temp_Name="sk’
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set @c=99
set @d=99
set @e=99
set @f=99
while @a<=1000000
begin
insert into DBflush.dbo.DBtest
(ID,Rrd_Name,Math,English,Chinease,physical) values
(@a,@Temp_Name,@c,@d,@e,@f)
set @a=@a+1
set @Out_String = 'This Record NO is:' + Str(@a)
PRINT @Out_String;
end

Examining Backup  You may perform snapshot backup using schedules that start from an active
Process database and verify correctness of backup by performing the rollback function.

Check Windows Computer Management -> System Tools -> Event Viewer ->
and Application.

[ Computer Management

@ File Action Yiew Window Help
¢ | OHE EFRR| @ E

Q Computer Management (Local) Tvpe I Diake | Time | Source | Categar I Event | Liser I Computer |
iy System Toals (E)Information  5/z3/2009 L0706 M MSSCLEARA Biackup 18264 SYSTEM COSERVER 134
E Event Viewer (@ rformation 5232009 1:07:06 &M IFT DEFlushagent Mone 1 NI COSERVER 134
Application @information  5/23{2009 1:07:06 &M IFT DEflushagent Hone 1 T8 CDSERVER 134
Jecurity (EIrformation 5232009 1:07:06 &M IFT DBflushagent Mone 1 P COSERVER 134

4| System (rfarmation  5/23{2009 L0706 &M MSSQLEARA Server 3198 SYSTEM CDSERVER134
ﬂ et @Information 5f23/2009 1:07:06 &AM M5SCLSERVER Backup 18264 SYSTEM COSERVER 134
§ (@ rformation  Sfz3fz009 1:07:06 &M MSSCLSERYER Server 3198 SYSTEM COSERYER 134

M7 Local Users and Groups =

Performance Logs and Alert: Information  5f23/2003 1:06:07 AM - M3ISQLSERYER Server 833 WIS CDSERYER 154

13, Device Manager 'F\:)Information glz3fz009 1:06:02 AM  IFT DEFlushagent MNone 1 N/A CDSERVER 134
Storage '(: Information  5/23{2009 1:05:55 aM  IFT DEflushagent Mone 1 Mia CDSERYER 134
&3 Removable Storage 'J)Information 5/2312009 1:05:52 At IFT DEflushagent Mane 1 IS CDSERVER134

] Disk Defragmenter "’i Information  5/23/2009 1:05:50 M MSSOLEAAA Server 3197 SYSTEM CDSERVER1S4
g Disk Management @Information 5/2312009 1:05:48 AM - M3ISQLSERVER Server 3197 SYSTEM CDSERYER 154
Services and Applications @Information Siz3fz2009 1:05:47 AM  IFT DEBflushAgent Mane: i WIS CDSERVER1S4

. B Telephony @Information 5/z3fz009 1:04:44 AM  ESENT General 101 Mia CDSERVER 134
Services ':i)InFormation glz3fz009 1:02:58 AM  RAID-Agent Mone 105 WIS CDSERVER134

%y WHMI Control

fﬁ 0L Server Configuration M.
(-89 Indexing Service

2] -P}j Internet Information Service
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Enabling SA Login in MS SQL

If you disabled sa login or forgot sa login password, the following message will
appear.

Camnct connect bo DEEPAK.
Additional information:

Lo Login e For user DEEPSUC Adminstrator’, (Micresolt SO0 Sarver, Error: 18456}

LA |

Refer to the below screenshot that shows the members of the Windows
Administrators group.

Adminiziraiors Properties

Germeal
Q fdrrishialons

Disrorgeaort amplete snd uneshncled socess 1o the: compubefdomsn

Hember

Sydrmarach shor
TEST

[ oe [ Coen |

Note MSSQLSERVER is for default instance, if you are proceeding in a named
instance then use MSSQL$Instancename instead of MSSQLSERVER.
Steps 1. Login with the ID Test @OS Level.

2. Stop SQL Server 2005 using this command.

NET STOP MSSQLSERVER

3. Start SQL Server 2005 in Single-User mode using this command.
NET START MSSQLSERVER /m

4. Log into SQL Server 2005 using the ID Test as shown in the below
screenshot.

215



SANWatch Web-Based Interface

. Micrasell 501 Server Management Studie

Ble Edt  Wew Took Wndow Commundy Help
T B R, W e BT s e e 0 0 = I s )

| et Explorer = B X Object Explorer Detads
|Sopoea- S w T - g = |
| 2 L{h DEEPAK (SQL Server 9.0.3042 - DEEPAKVTEST) |
= 2 Dot i DEEPAK (SQL Server 9.0.3042 - DEEPAK\TEST)
& [0 Server Objects DEEPAK
& [ Replcaton
& [ Manapemant
@ [ Nobification Senices Piarres
T ST Server Agent (Agerk 1Ps deabled) 3 Dakebonses
L Security
[ Server Obmcts
L Rephestion
Ll Managemank,
(2 Natification Services
ZhEL Server fgerk (Agert Ps deabled)

5. Since SQL Server is started in Single-User mode it will allow only one
connection and hence you will get the following error if you click the “New
Query*

Connect (o Database Engine

Carnol connect to DEERAK.

Additicnal information:

Ls  Logpn Faled For immer DEEPAKITEST., Makson: Serves i i Sigke user indds, Only ofe sdvinitr abor
can conneck sk thes bime. (Microscft S0L Server, Error: 18461)

b9 =

6. Disconnect and close the Object Explorer and then connect using “New
Query” you will be able to connect as shown below, and then enable SA login
using the command - ALTER Login SA enable.

E. microsofl SOL Server Management Studio

e ERk Yew Query Project Jooks  Window Commundy el
Abecey [ DB B Swndd BABES,
[ B et = BEpose o =I5 W20 TMay R DRED) = 2 K

| DEEPAK.master - SOLQueryilsgl®  Object Explorer Detals
ALTER LOGIN 3i EHLBLq

7. If you want to create a new SQL Level login with sysadmin privilege, you can
perform as shown in the below screenshot.

B picrosafl 501 Server Management Studio

fle [t Wew Query Brojedt  Jools  Window  Commundy  Help
Aboey b i B S add DARBEST,

| 8 g s I A L T A, Y
DEEPAK master - SOLQuerydagl® Object Evplorer Detals

CREATE LOGIN SAHNFLE
VITH PASSWORD ' mamS2 K5’

5P_ADDSRVROLEMENBER “SAMPLE', 'E'I‘Sj.D!lI!H'l

8. Now you need to Stop SQL Server and start it normally using this command.
NET START MSSQLSERVER

9. Connect using SA or the new login you created and proceed as shown
below,
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Object Explorer Detadls.
s x s

. | DEEPAK (SQL Server 9.0.3042 - SAMPLE)

450 Sarver Agenk (Agent XPs dissbiad)

[T Gbbect Explorer Detas
(Lam.e ]

| DEEPAK (SQL Server 9.0.3042 - sa)

FhS0L Server Ageek (Rgent 3P disabied)
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Configuring Out-of-Band Flush

Steps (Windows 1. In Windows, open Server Manager > Configuration > Services.
Environment) __|=!r_=| Server Manager (WIN-TETYZMSIE
5 + Roles

[ij’_-] Features
= Jm Diagnostics
@ Event Viewer
(%) Perfarmance
= Device Manager
= fﬁ’é Zonfiguration
(1) Task Scheduler
ﬁ Windows Firewall with Ads
{(f Services
5 WM Control
% Local Users and Groups

2. Make sure Data Host Agent for RAID Controller has started.

£k Cryptographic Services Provides fo... Starked Autornatic Metwork 5.
*%N5ka Host Agent For RAID Controller Starked Aukomatic

£LDCOM Server Process Launcher The DCOM...  Started Automatic Local System
3. Go to Server Manager > Storage > Disk Management.

= =5 Storage
E} Windows Server Backup
=g Disk. Management

4. Select the disk in which the volume you want to flush resides. If it is labeled
as “Disk 1,” then “1” will become the disk ID for SANWatch flush agent

configuration.
L_aDisk 1
Basic

465,76 GB
Cnline

5. Referto "
6. Configuring Out-of-Band Flush Using DB Flush Agent" for SANWatch
configuration to complete data flush.

Steps (Linux and 1. In Linux, start data host agent.
Solaris [cootftsdRHLES /]1# ps -ef | grep newlgent
. . 3 . . s
EnvwonrnenD root 26?5. .1 u] D?.DE 7 o 00:00:03 Ffusrdlocalsjrel
—-op newlgent.jar:jconnd.jar: logdi.jar newvagent.Agent fuse/ loca
root 3707 2927 0 09:36 ptssil Oo0:00:00 grep hewlgent

[foocfcadRHLES A1#
2. Select the device to be flushed. For example, you may select the device
named “sdb,” located at the end of the list.
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[rootldtsdRHLEE ~]# more fproo/partitions
major winor #Hhlocks name

(= 0 245117376 =da
(= 1 10435321 =dal
(= £ 245007315 =daz
253 0 242902184 dm-0
253 1 206435354 dm-1
(= 1a 52428800 =db

[rootdtsdRHLES ~1# od 7/

. Open SANWatch with your web browser, locate the partition or virtual

volume where the database is located by going to:

(EonStor DS subsystems) SANWatch Home > Device sidebar > Device
List > device name > Logical Volumes > LV name > Partitions > partition
name

(ESVA subsystems) SANWatch Home > Pool sidebar > Pool List > pool
name > Virtual Volumes > VV name

. Click the Help icon at the top-right corner, and look for the "
. Configuring Out-of-Band Flush Using DB Flush Agent" section for

SANWatch configuration to complete data flush.
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Working with the Logical Volumes

System  Seftings Language About

or Pools View

Iﬁ' Replication Manager @ Help @ Data Reload

5L Device List Name = | (2o status « | Logical Drive Amount = | Capaci
Default Group E' Z/ m g & pacity
Bl DS 3024 - ) ) ) Available: 141TB  Total: 163 TB
E =j|_:;:;n:..p.| Volumes :i Loagical Vol @ On-Line 1 Logical Drives e
£l Logical volume 1 Usage : |
Ej Logical Volume 2
Available: 3.67 TB Total: 368 TB
! YA ITE :i Logical Wal @ Cn-Line 1 Logical Drives. .
g Drives - Usage : | 0% |
%, Channels
-5 Data Hosts
~[E) Schedules
- — Create Logical Volume : Delete | oaical Volume
Add a new logical volume using available drives in Remove the selected logical volume.
the subsystems connected to the server.

This chapter describes the overall parameters of logical volumes (for EonStor DS subsystems) or
pools (for ESVA subsystems) included in a device (for EonStor DS subsystems) or across multiple
devices (for ESVA subsystems) and how to create a logical volume or pool.

RAID Levels Available

What is RAID?

The term RAID summarizes technologies that can distribute data to multiple
drives, to achieve a high data transfer rate and fail-safe systems. RAID stands
for "Redundant Array of Independent Disks". Redundant means that the failure
of a single drive will not cause the failure or disruption of the entire system, or
even lead to data loss.

RAID is built on technologies such as mirroring (mirroring two or more drives),
duplexing (mirroring with 2 controllers) and striping (Combination of multiple
drives to a logical drive and block-wise data distribution to these drives).

There are different ways to distribute data to multiple disks, so that the highest
possible data throughput and reliability is achieved. These are referred to as
RAID level.

The following sections further describe the configurations of and applications for
each RAID level, as well as how to calculate the capacity utilization.
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RAID 0

RAID 0 is the fastest RAID mode. In a RAID 0 array, the available capacities of
each disk are added together so that one logical volume mounts on the
computer. If one physical disk in the array fails, the data of all disks becomes
inaccessible because parts of the data have been written to all disks.

RAID 0

A1 A2 A3 M A5
B_1 | SEB2 8 B3 B4 BS

C1 o2 W31 SWE4 1 S5 1

1 - 2 B3 ~P4_ D5 _
Disk 1 Disk 2 Disk 3 Disk 4 Disk 5
Applications

RAID 0 is ideal for users who need maximum speed and capacity. Video editors
working with very large files may use RAID 0 when editing multiple streams of
video for optimal playback performance. A RAID 0 array is more suited for
actively working with files (editing video, for example) and should not be used
as a single storage backup solution or on mission critical systems.

RAID 1

In a RAID 1 array, the data is written again to a second physical disk. This is the
so-called mirror disk. If one of the two disks fails, the data is still fully available
on the other disk. Use of the disk can continue normally. The disadvantage of
RAID 1 is the TCO, because double the capacity than net required has to be
calculated and invested.

RAID 1

[ |

- JdF

A3

Ad

Disk 0

o
(A3
A4

Disk 1

Applications

RAID 1 is ideal for applications requiring high fault tolerance at a low cost,
without heavy emphasis on large amounts of storage capacity or top
performance. Especially useful in situations where the perception is that having
a duplicated set of data is more secure than using parity. For this reason, RAID
1 is popular used in data bases for accounting and other financial data. It is also
commonly used for enterprise servers, and for individual users requiring fault
tolerance with a minimum of hassle and cost.

RAID 5

In RAID 5, data is striped across all disks (minimum of three) and a parity block
for each data block (#p in the diagram) is written on the same stripe. If one
physical disk fails, the data from the failed disk can be rebuilt onto a
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replacement disk. No data is lost in the case of a single disk failure, but if a
second disk fails before data can be rebuilt to a replacement drive, all data in
the array will be lost.

RAID 5

Disk 1 Disk 2 Disk 3 Disk 4 Disk 5

Applications

RAID 5 combines data safety with efficient use of disk space. Disk failure does
not result in a service interruption because data is read from parity blocks. RAID
5 is useful for archiving and for people who need performance and constant
access to their data, like video editors.

RAID 6

In RAID 6, data is striped across all disks (minimum of four) and a two parity
blocks for each data block (p and q in the diagram at right) is written on the
same stripe. If one physical disk fails, the data from the failed disk can be rebuilt
onto a replacement disk. This Raid mode can support up to two disk failures
with no data loss. RAID 6 provides for faster rebuilding of data from a failed
disk.

RAID 6
I I I I I
AT A2 s WA WAg
28 Wl Be . Bed B
= . b 23 &2
2o Joa . OB
Disk 1 Disk 2 Disk 3 Disk 4 Disk 5

Applications

RAID 6 provides data reliability with the addition of efficient rebuilding in case of
a failed drive. RAID 6 is therefore useful for people who need serious security
with less of an emphasis on performance.
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General Rules for Configuring Virtual Pools (ESVA subsystems only)

Enclosure Spare

If RAID1 is selected as the RAID level, the first HDD will automatically become
an Enclosure Spare. Since RAID1 requires an even number of drives; the last
drive in the enclosure will not be utilized. This is applicable to all enclosures
within a RAID1 virtual pool.

Enclosure spare LDU

RAID Levels A virtual pool can contain multiple RAID levels by using storage tiering. For
example, you may use RAID 3 for Tier 0 and RAID 5 for Tier 1. The following
diagrams show an example of mixing multiple pool elements in one tier level.

-~ —pERADS ] "Tier0
If storage tiering is not enabled, we recommend that a virtual pool use only
one RAID level to optimize performance.

Elements » An element should not span across multiple enclosures.

» If a virtual pool spans across two or more RAIDs, the RAID controller of the
first element becomes the master.

Tiering The maximum level of tiering in a virtual pool is four. Here are the

recommended rules for assigning pool elements to tier levels.

Tier 0: SSD

Tier 1: FC/SAS (RAID 1)

Tier 2: FC/SAS (RAID 0/3/5/6)
Tier 3: SATA

YV V V V

Max Number

» The maximum number of RAID units in a virtual pool is twelve (not including
JBODs).

» The maximum number of virtual pools controlled by a master ESVA unit
controller is seven.

Master/Member

A RAID enclosure can be a member of a pool and the master of another pool at
the same time.
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Virtual pool #1

Master of pool#2

Master of pooli1

Virtual pool #2

Disk Drives

An enclosure should not contain more than one disk types, e.g., SAS and
SATA. (As long as the drive interface is the same, drives may have different
speeds (RPMs))

Forming a Pool by
JBODs

A JBOD itself can create a virtual pool.
Virtual pool #1

Virtual pool #2

But if a JBOD is added later, it cannot create a new pool. It can only join the
pool to which the dominant RAID belongs.
Virtual pool #1

Virtual pool #2 This JBOD can only join pool #1

Mixing RAIDs and
JBODs

If a virtual pool consists of RAID enclosures and JBODs, the first pool element
should be from a RAID.

You may form one Pool across RAID Enclosures and another pool using a
JBOD.
Virtual pool #1

Virtual pool #2
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Combining a RAID and a JBOD which is attached to another RAID is not
allowed.

Virtual pool #1 Virtual pool #2

Disbanding a JBOD You may balance the load by disbanding a JBOD from the pool and attach it to

from a Pool

another RAID.

Virtual pool #1

fe = 7.2K SATA el

Virtual pool #2

Virtual pool #1

This RAID becomes the
master of pool#3

IS e Virtual pool #3
Virtual pool #2

Disbanding an enclosure from a virtual pool requires re-distributing data,
and therefore consumes system resources and time.
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Examples of Combining RAID enclosures and JBODs (ESVA subsystems only)

By default, the SANWatch wizard automatically groups physical disk drives into
logical elements which you may manually reconfigure later.

The defaults may use eight or seven drives in a pool element, which
theoretically provides best throughput. They are automatically assigned to
different RAID controllers to leverage all computing power within an enclosure.

The below samples show elements in RAID5 or RAID6 configuration. The (A)
elements and (B) elements indicate ownership by dual-active RAID controllers.

One RAID Spare A element
- =
Enclosure wran Do e R e e
Virtual Pool
B element
One RAID Spare A element
Enclosure + One 1x RAID
&
JBOD 1x JBOD

Virtual Pool

JBOD

B element

RAID & JBOD are cabled and started together as the initial setup units.

Two RAID
Enclosures

Spare A element

2x RAID

B slemant B element
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Adding JBODs to Spare A elemant

RAID Enclosures : -
' B element

Spare A element

1x RAID

&
2x added JBEODs

JEOD added later
Virtual Pool

JEOD added later

B element

JBODs were not included in the initial setup and were added into the pool later.

227



SANWatch Web-Based Interface

Viewing the List of Logical Volumes or Pools

All volume information can be accessed from the Device sidebar in the user
interface.

Go To EonStor DS subsystems: SANWatch Home > Device sidebar > Device List >
device name > Logical Volumes
ESVA subsystems: SANWatch Home > Pool sidebar > Pool List
{&L Device List Default Group - I —
= = DS 3016(FC 8G) E_
=81 ogical Yolumes [ Pool List
=-E 1} Lagical Volume 1 = Poci 1
& 'JLogicaI Drives - El Pool Elements
@ B Pariitions # Elvirtual Volumes
<« Drives or EE] senedules
Steps The list of logical volumes or pools and their logical drives or pool elements will

appear.

The logical volume or pool status summary will appear to the right, in the main
screen.
g |Name | (E?StatusA | mLoical Drive Amount ~ ‘ acapacitv

Available: 27293 . Total 272.96 GB
@& on-Line

Ei Loaical Yolume 1 1 Lagical Drives —_—
Usage [ 0% ]

Clicking the name of each item to see detailed configuration.

_ogical Volume Li:

m Name a
=_¥ Logical Volume 1
-

The Status column shows whether this volume is in a healthy (no error) status.

€2, status ~

@ Orline

The Logical Drive Amount (EonStor DS subsystems only) column shows the
number of its member logical drives .

E_'Logical Drive Amount «
1 Logical Drives

The System Performance (ESVA subsystems only) column shows the summary
of system performance.
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dSVstem Perfermance |

Read: 0.00 MBfs
Vyrite: 0.00 MBrs

The capacity column shows the total and available (free) capacity allocated for
this volume/pool.

§Capacity

Available: 272,93 .. Total: 27296 GB

Usage | 0% |

229



SANWatch Web-Based Interface

Creating a Virtual Pool and Virtual Volumes (ESVA subsystems only)

You can create both a virtual pool and its virtual volumes at the same time. You
can also manually (and separately) create a virtual volume.

The maximum size of a pool is 2PB.

Process Creating a virtual pool or virtual volumes takes four steps:

Selecting pool elements

Configuring tiering (if tiering has been enabled)
Creating virtual volumes

Confirming the result

e

Go To SANWatch Home > Pool sidebar > Pool List > Tasks corner

[ Pool List
=B Pool1
- El Pool Elements

# Elvirtual Volumes

iR Schedules 5K
Eschedy El Tasks |

Step1: Selecting Click Create Pool in the Tasks corner.

Pool Elements Craats Poal
Create & nevy virtual pool using the drives inside the

N connected subsystems.

The Pool Configuration screen will appear.
Create Pool X

Configure the capacity and other parameters for the pool. _

Step 1: Configure Pool Parameters

Step 2: Select Devices

Pool Extensions Available Extensions
Disk0, Size:0 MB Raw Capacity of the Selected
Device: 0 MB

Step 3: Configure RAID Settings

RAID Level|[RAID § v Maximum Size SED Security Pool Size: 0 MB

[ Next ][ Cancel

Enter the pool name and description.
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Step 1: Configure Pool Parameters

Pool Marme: |F'00I 3 |

Description: |New Foal |

Enable storage tiering (this option will show up when you have the tiering license).

Starage Tiering:

Highlight an ESVA/JBOD in the Available Extensions List and click Customize.

Available Extensions

Slave, DATEC, 10.0.0.18

Raw Capacity of the Selected

Device: 458,42 GB

The Customize Pool Element window will appear.
Customize Pool Element 4

Configure the parameters to customize a pool element. -

— Spare Disk Settings

Add Enclosure Spare Disk

Amaount of Current Enclosure Spare Disk: 0

— Select Disks to Create the Pool

|| Slot Size Spare Product ID
11 33.99 GB = FUJITSU MAU3036RC (SAS)
]2 33.99 GB = FUJITSU MAX303BRC (SAS)
Capacity of Selected Disks: |2 |
Element Size: |33 99 GB |
RAID Level: [RAID1 v
Assignment: |Slot A v |

You may add a spare disk to the new pool.

Spare Disk Settings
Add Enclosure Spare Disk 0 v

Amount of Current Enclosure Spare Disk 0

This option will be active only when there are spare drives available. You
can create and add a spare drive later.

Select disk drives for the first pool element. If you wish to create multiple pool
elements (especially for storage tiering), make sure you do not select all
available disk drives.
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Select Disks to Create the Pool

Slot Size Spare Product D
1 3389 GB - FLUITSU MALUII03ERC (SAS)
2 3399GB

FUJITSU MAX3036RC (SAS)

Select the RAID level and the assigned controller. The number and size of disk

drives will be updated in the Selected Amount and Element Size corner.

Capacity of Selected Disks 2

Element Size 3399 GB
RAID Level RAIDA X
Assignment Slot A

Click Apply. The ESVA system with the new pool element will appear in the

Pool Extent List. (The first pool element will become the master element.)
Pool Extensions

& Slave, DATEC, 10.0.0.18

Disk:0, Size:0 MB

[ Elements

To add more pool elements, repeat above steps.

When all elements have been added, highlight the extension and click
Elements to confirm the list of pool elements included in this pool.

Pool Extensions

& Slave, DATSC, 10.0.0.18

Disk 2, Size:279.2 GH

[ Elements

You may remove unwanted elements (except for the master element) here.
Element List

“iew ar remove pool elements of a device.

[T Remove |ElementID |Logical Drive |Size
r -

Device

= 279.21 GB ESWA FT5-2830, DATEC

[ appy || cance |

Select the RAID level and the maximum possible pool size in the Settings
corner.
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Step 3; Configure RAID Settings

RAID Level | RAID 1

Maximum Size | 2 PB T

The RAID Level option will be disabled if you have already chosen the RAID
level in the Customize dialogue.

Click Next.

Step 1 Parameters Spare Disk

Creates enclosure spare disk(s) for the virtual pool. You
need to have available disks inside the enclosure.

RAID Level

Specifies the RAID level of the virtual pool: RAID 0, 1, 5,
and 6.

RAID 5 and RAID 6 offer protection against one and
two drive failure, respectively. If you want to take extra
caution against data loss (for example, a media error
occurs while rebuilding a failed drive), it is
recommended to take RAID 6.

Pool Name

Specifies the virtual pool’s name.

Description

Specifies a short description of the virtual pool.

Storage Tiering

When enabled, you can configure tiering. See procedures
below for details.

Maximum Size

Specifies the maximum pool size from 64TB up to 2PB.
The size also determines the data block section size which
ESVA uses to distribute data across pool elements. The
larger the Maximum Size, the larger the section size
becomes which may not be optimal for random and small
I/Os. Use the default size for optimal performance.

In order to perform remote mirror, the maximum size of
the pool pairs need to match each other.

SED Security

Protects pool data with SED security.

Step 2: Configuring | If storage tiering has not been enabled, you will see the next step,
Tiering Configuring Virtual Volumes.

The Storage Tiering Setting appears.
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Configure Storage Tiering

Configure the tier level far the newly added poal element.

— Configure Tier Level far Fool Element

Model Name 1] JBOD Element Size RAID Tier

ESvA F75-2830 Slave DATEC = 27021 GB RAID1

— Starage Tier Infarmation

Tier Element Amount Tier Size Used
0 0 0.00 GB =]
1 1 279.21 GB =]
2 0 0.00 GB =]
3 0 0.00 GB =]

Fool Size: 279.2 GB

[ Back ] [ Next ] [ Cancel

Confirm the list of pool element included in the pool.

Configure Tier Level far Pool Element

Model Hame D

ESWA FT5-2830 Slave DATEC

Select the tier level of each pool element.

JBOD Element Size RAID Tier

278.21 GB RAID1

Confirm the summary of pool elements and their tiers in the Storage Tier
Information corner.

— Storage Tier Infarmation
Tier Element Amount Tier Size Used
0 0 0.00 GB 0 mB
1 1 279.21 GB 0 mB
2 0 0.00 GB 0 mB
8 0 0.00 GB 0 mB
Click Next.
Step 2 Parameters  Tier Level Specifies the tier level of this pool. Four levels exist, with

tier 0 having the highest priority. Here are the
recommended tier levels for pool element types.

> Tier 0: SSD

» Tier 1: FC/SAS (RAID 1)

» Tier 2: FC/SAS (RAID 0/3/5/6)
» Tier 3: SATA
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You may select the same or different tier levels for pool
elements. Data in the higher tier will be accessed primarily.

Step 3: Configuring
Virtual Volume

In the Create Virtual Volume window, check “Create Virtual Volume.”

Create Virtual Volume

Create a newvirtual volume and configure its parameters.

Fool Mame: Fool 3

Fool Size: 279.2 6B

W Create Virtual Yolume vaolume Size: | 1 j

— ¥irtual Yolume Settings

Mame Size Unit Thin-Provisioning Initialize

Virtual Yolume 1 139.6 GB x| r ~

Map
I

Total Provisioning: 139.6 GB

[ Back ] [ Next ] [

Cancel

You may also uncheck this box and create virtual volumes later.
Pool Mame: FPool 3
Pool Size: 279.2 GB

¥ Create Virtual Yalume

Select the number of volumes.

Walume Size: | 1 j

The volumes will then appear in the Virtual Volume Setting corner.
Yirtual Walume Settings

Hame Size Unit

Yirtual Wolume 1 1396

GB x|

(When multiple storage tiers are available) Select in which tier each volume will

reside (Default: All). You may modify this setting later.

Check if you want to enable thin-provisioning/initializing or mapping.
Thin-Provisioning

- 2 W

Initialize Map

Click Next.

Step 3 Parameters

Volume Size

To change the volume size, double-click the number. If

Thin Provision is activated, you may enter a volume size
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larger than the pool size.

Unit

Select the unit of volume size: MB, GB, or TB.

Tier Resided

Defines in which storage tier the virtual volume exists.
When you select “All,” the virtual volume capacity will be
divided equally among the tiers. You may change the
ratio manually later.

Thin-Provisionin
g

» When checked, a thin-provisioned volume with no

minimum reserved space (0%) will be created.

» When unchecked, a full-provisioned volume with

initialization will be created.

Thin provisioning allows you to allocate a large amount of
virtual capacity for a logical volume regardless of the
physical capacity actually available. Actual space is used
only when data writes occur. By automatically allocating
system capacity to applications as needed, thin
provisioning technology can significantly increase storage
utilization.

When the volume is initialized, the virtual volume’s LBA
addresses will be allocated consequentially for large
and/or sequential I/Os. This is ideal for audio/video
application such as media post-editing and video
on-demand.

Map

Automatically maps the volume to all host channels,
which allows all SAN servers to access the volume.
Uncheck this parameter if you intend to create host LUN
mapping later.

Step 4: Confirming A summary will appear. Verify configuration details and click OK. If you have
the New Pool chosen not to create virtual volumes or LUN mapping, you may do so later.

236



Working with the Logical Volumes or Pools View

Summary

Yiew the summany of the newly created poal.

Pool:
Marne:
Description
RAID Level:
Size:
Devices:

Master Subsystem

Mermber Subsystern
Storage Tiering:

Tier1
Virtual Volume:

Amaunt:

Virtual Yolume 1 Marme:

Size:
Thin-Provisioning:
Initialize &fter Creation:

Map:

Fool 3
Mew ool
RAID 1
2792 GB

Slave, DATEC, 10.0.0.18

Element Amount: 1, Size: 279.21 GB

1

Wirtual valurme 1
1396 GA

MO

YES

YES

=

[ Back ] [ 0K ] [ Cancel

The pool will appear in the list.

EJName - | (bstatus - | _dSyrstem Performance

i Read: 0.00 MBS
Bl oot & online .
Wirite: 0.00 MBls

Read: 0.00 MB/s

| Fool2 On-line r
E —_— @ \Write: 0.00 MBIs

Read: 0.00 MB/s

| Pool3 Qnline -
Bleaz: Write: 0.00 MBJs
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Creating a Logical Volume (EonStor DS subsystems only)

Note The maximum size of a logical volume is 256TB (before firmware version 3.88)
and 512TB (after firmware version 3.88). Make sure that the size of the partition
is in line (you cannot make the size of the partition larger than the size of the
logical volume). For the latest status, checking with technical support is

recommended.
Go To SANWatch Home > Device sidebar > Device List > device name > Logical
Volumes > Tasks corner
L —
& Device List Defautt Group
= k= DS 3016(FC 86)
=p ogical Volumes

= E_JLugical\anumﬂ
= Logical Drives

&) !_1 Paritions
 Drives D> i

Steps Click Create Logical Volume, and the configuration window will appear.

A 3 newy logical volume using available drives inthe subsystems connected ta the server.

% Create Logical Yolume

1. Select Create storage spaces in Symmetric Active/Active mode or
Asymmetric Active/Active mode under “Select the mode for creating a
pool” (Note that this feature will only display/available with two controllers
attached on the storage device).

Create Logical Volume X

Select the mode for creating a pool _

= Create storage spaces in Symmetric Active/Active mode.

Symmetric active-active controller - any volume can be accessed in parallel from any target port on any controller with
nearly equal performance.

Create storage spaces in Asymmetric Active/Active mode

Asymmetric active-active controller - beoth controliers are available to process I/Q for their assigned LUNs and they provide
standby capability for each other(non-assigned LUNs).

Asymmetric Active/Active mode: read the description carefully, then
assign a controller for this pool from the assignment scroll down list
(Controller in Slot A/ Controller in Slot B).

Symmetric Active/Active mode: read the description carefully. You do not
need to assign a controller under this mode. Symmetric Active/Active
configuration allows host I/O to come from both controllers. The logical
drives of the pool will be evenly distributed to the two controllers. You can
create a symmetric pool with multiple logical drives, which will be
automatically assigned to controller A or B at creation/boot-up.

2. Select the member drives that will be added to the LV or pool and configure
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the parameters.
Create Logical Volume

Create Logical Volume
Create a logical volume and configure its parameters.

Logical Volume Na... |Logical Volume 1
RAID
v Slot Size Type

1 33.99 GB SAS
v 2 33.99 GB SAS
3 33.99 GB SAS
v 4 33.89 GB SAS

Number of Member ... |10 v RADL

Write Policy: Default v | Stripe S... 5 33.99 GB SAS

SED Security Disable v | Total Capacity: 266.96 GB @6 33.89GB SAS
-7 418.93 GB SAS
v 8 136.66 GB SAS

Parameters Logical Enter a unique name for the volume.

Volume Name

Storage Disable or Enable.
Tiering / Tier
Index For more information about storage tiering, click a logical

volume or pool in the Device sidebar, click the Help icon at
the top-right corner, and look for "Storage Tiering."

Number of Select the number of drives you wish to have in the logical
Member Drives volume.

RAID Level Select the RAID level to protect your data.

The available RAID level depends on the number of disk

drives.

RAID Minimum number of  Minimum number of

level drives drives for
Symmetric A/A
mode

RAID 0 1 2

RAID 1 2 4

RAID 3 3 (4ifyouwanttoadd 6 (7 if youwantto

a spare drive) add a spare drive)
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RAID 5 3 (4 if youwanttoadd 6(7 if you want to
a spare drive) add a spare drive)

RAID 6 4 (5if you wantto add 8(9 if you want to
a spare drive) add a spare drive)

Write Policy

Specifies the write policy: Default (write policy is determined
by the controller’s caching mode and event trigger
mechanism), Write-Back (writing is considered complete
when cache data is overwritten), or Write-Through (writing is
considered complete only after the disk data is overwritten).
Selecting Write-Through increases security but decreases
performance.

Assignment

Specifies to which controller slot the new logical volume will
be assigned. This section will be concealed when you
configure the logical volume under Symmetric Active/Active
mode.

This option is available for R-models only.

Stripe Size

Specifies the array stripe size. Do not change this value
unless you are sure the modified value leads to increased
performance.

SED Security

Specifies whether you want to protect the member drives with
SED (Self Encrypting Drives) security.

Before enabling this option, the following requirements

should be met:

® A SED authentication key is created (at SANWatch
Home > Device sidebar > Device List > device name
> Tasks corner > System Settings > Drive-Side tab >
SED Authentication Key).

®  All member drives support SED.

Click Next, view the summary information, and then click OK to complete the

setup.
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Creating a Logical Volume with RAID Level 30/50/60

Note Logical volumes with RAID level 30/50/60 are created by expansion with logical
drives.
The following explains how to create a RAID 50 logical volume as an example.
Step 1 Create a RAID 5 logical volume.
Refer to Creating a Logical Volume.
Select three drives and set the RAID level as RAIDS.
| creats Logical Valume =
Ciade Logical Vialarme
Cregie 2 pgerd vaaame and comiqure @ pataTaieny.
Ll yhatvel Mave L.gg;:vmnqz
w o ] Skl Sigw Type
3 LAl BA5
ETmESTy sas
4 | zmuce a5
*1.] Mg G8 AL
! . 16 | menoe sas
Siorags T Cira ok v T s i " S
Wby o e Deswirn. |3 w | A L T ! ."»“. ?a:t
e Paiey Datast | Aswgsenart | Sich B - 1B I 08 BA5
e i o .
SED Sacuty Drsnkie * | TotslCapacky: 35039 GO
;. [ Wt | camed |
Step 2 Add a logical drive to the logical volume that was created.

Refer to Adding a Logical Drive to an Existing Logical Volume.

Select three drives and set the RAID level as RAIDS5.

Add Logical Drive x
Add Logical Drive
Create a logical Drive, configure its parameters and add it into Logical Volume.
RAID
- ] Slot Size Type

gs 27921 GB SAS
6 279.21GB SAS
T 3399GB SAS
w8 3399GB SAS

Storage Tiering: Tier Index: 1 A

Number of Member Drives: RAID Level: | RAIDS M I

Write Policy: Defauit ¥ | Assignment. | Slot B v

Stripe Size: 128K v

SED Security Disable v | Total Capacity: 59.99 GB =

[ Next [ cance |

Then, you can see the logical drive is added to the logical volume.
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[ Device List
Default Group

Elh Richard
=& Logical Volumes
B84 Logical Volume 1

EIEJ',l Logical Volume 2
=B Logical Drives

é""l]LugicalDrive‘1
5""[]LngicaIDri1.rez

----- B Partitions

This step can be repeated to create a RAID 50 logical volume with three logical
drives (RAID 5 + RAID 5 + RAID 5).

You can use this method to create a RAID 30/50/60 logical volume. You can also create a logical
volume with logical drives of mixed RAID levels, e.g. RAID 5 + RAID 6.

To create a RAID 10 logical volume, if you select 4 or more member drives and set the RAID level to
RAID1, it will automatically be a RAID 10 configuration.
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Deleting a Logical Volume or Pool

‘ Deleting a logical volume or pool might lead to loss of data. |

Delete the host LUN mapping (if applicable) before you delete the logical
volume (for EonStor DS subsystems) or pool (for ESVA subsystems).

Go To EonStor DS subsystems: SANWatch Home > Device sidebar > Device List >
device name > Logical Volumes > LV name > Tasks corner
ESVA subsystems: SANWatch Home > Pool sidebar > Pool List > pool name >
Tasks corner
le Device List Detault Group ;i_
= = DS 3016(FC 8G) ?-Pom Hst
= £l Logical volumes _ ool
=] EJI ogical Volume 1 HPOOI SEmMETE
# B Logical Drives "I_]Virtual‘-folumes
® B paritions or &) Schedules E Tasks |
Steps Click Delete Logical Volume (for EonStor DS subsystems) or Delete Pool (for

ESVA subsystems) in the Tasks corner.

% Delete Logical Yolume

Remove the selected logical volume.

Select the virtual volume or pool and click Remove.

Delete Logical Volume

™ Logical Volume Name Status Tatal Capacity
= Logical Yolume 1 on-line 465 26 GB
™ Logical Volume 2 On-line 2326368
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Working with Logical Volumes or

== Device

[E. Device List Defautt Group

Pools

ogical Volume Status

B & ESDS 3016R(FC 86)
-
E":j Logical Yolumes
-
-} Logical volume 1
o Drives
W Channels
15 Data Hosts
- schedules
Bl TargetiF C 8G)

=

0 Logical Yolume Information @ capacity
Logical Volume 1 Size: 27296 GB .
9 - Total Capacity: 272.96 GB
ID: ATEBBE1EABITOSED
Logical Drive Size: 1 Configured Space: 0 MB (0%)
Partition Size: 1] [0 Data Service: 28 MB (0%)
Status: & Or-Line W fwailable Space: 272.83 GB (100%)
[I Logical Drive Members !‘_" Partition Members
Logical Drive Name Status Capacity Partition Mame Size Map
B Locical Drre 1 Good 272.96 GB Mo Diata
=
Add Logical Drive f Expand Lodical Volurme Delete Logical Volume
Expand the capacity of this logical volume using existing or nevely added Remove this logical volume:
drives.
Configure Logical Yolume [h Aiiesllt]
Ecit the configurations of this logical volume Yiewy and configure the capacity threshold seftings.

Storage Tiering
Functions includes Enable Tiering, Information, and Tier Migration.

This chapter describes the parameters of a logical volume (for EonStor DS subsystems) or a pool (for

ESVA subsystems).
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Viewing the Logical Volume or Pool Status

The status of each volume or pool is summarized in the Information page,
where you can quickly grasp the configuration, performance, storage capacity.

Go To EonStor DS subsystems: SANWatch Home > Device sidebar > Device List >
device name > Logical Volumes > LV name
ESVA subsystems: SANWatch Home > Pool sidebar > Pool List > pool name

l o _
iDe“'ite List Detault Group B Pool List
- ool Lis
= e DS 3016(FC 86) EEF]; oo 1
= &l Logical volumes E?IDJ Etement
= :Jl ogical Volume 1 ool Elements
# B Logical Drives & E virtual Volumes
® B partitions or ~fEE] Schedules
Viewing The volume/pool status will be summarized in the Status corner.
Volume/Pool ogical Volume Status
Information 0 Logical Volume Information oc‘-apmity
Logical Volume 1  size: 1.0 TB Total Capacity: 1.08 TB
__, ID: 45817937028...
- :' Logical Drive(s): 1 Confgured Space. 30 GB (3%)
_ ] Partition(s): 1 Bl Data Service: 72 MB (0%)
Status: & On-Line B3 Available Space: 1.06 TB (37%)
E | Logical Drive Members [ | partition Members
Logical Drive Name Status Capacity Partition Name Size Map
.| Logical Drve 1 Good 10078 r-: Partdion 1 30 GB No

Volume or Pool Configurations

The basic configurations and overall system status will be listed in the Volume
Information or Pool Information corner. You can see its size (capacity), ID,
status, logical drive information (for EonStor DS subsystems only), or source
subsystem(s) (ESVA subsystems only).

ogical Volume fatus

0 Logical Volume Information

Logical Volume 1  Size: 1.09TB
! _’ ID: 46817937028...
- E 3 Logical Drive(s): 1

Partition(s): 1
L Status: & On-Line

Volume or Pool Capacity

See the amount and ratio of used (configured) capacity and the remaining
(available) capacity. You may also view the ratio of capacity used for data
service (snapshot, remote replications).
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QCapacity

Total Capacity: 272.96 GB

Configured Space: 10 GB (4%)
Data Service: 60 MB (0%)

Awailable Space: 262.9 GB (96%)

Logical Drive Information (EonStor DS subsystems only)

View the list of member logical drives and their detailed configurations
(available when clicking the link).
E_' Legical Drive Members

Logical Drive Hame Status Capacity
i ] Logical Drive 1 Good 272.96 GB

Partition Information (EonStor DS subsystems only)

View the list of LUN mappings and their detailed configurations (available when
clicking the link).
E | Partition Members

Partition Name Size Map

B partition 1 10 GB Mo
-

Source Subsystem (ESVA subsystems only)

You can see the subsystem in which the main pool element (collection of disk
drives) is located. The subsystem status is also displayed to the right, and
clicking the link takes you to the device configuration page for the subsystem.

Source Subsystem:

taster & OK

Performance Monitor (ESVA subsystems only)

Check the Enable Performance Monitoring checkbox to see the read/write
throughput or IOPS.

The Performance Monitor is disabled by default to save system resources.
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|#| Enable Performance Monitoring
» Throughput I0PS

1.0

0.5

0.0
2500 2000 1500 1000 500 now(sec)

M Read: 0.0 W Write: 0.0 (MB/s)
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Configuring Properties of a Logical Volume or Pool

Go To EonStor DS subsystems: SANWatch Home > Device sidebar > Device List >
device name > Logical Volumes > LV name > Tasks corner
ESVA subsystems: SANWatch Home > Pool sidebar > Pool List > pool name >
Tasks corner

Ml o
Eloena e I L m——
[ |55 Poal List
= fem DS 3016(FC 8G) iy
= &1 Logical Volumes & B Pool 1
==t = El Pool Elements
= :jl ogical Volume 1
# B Logical Drives "L]Virtual‘-iolumes
w B partitions or [ Schedules 9l Tasks |
Steps Click Configure Logical Volume or Configure Pool in the Tasks corner.
-
8

Configure Logical Volume
:\_‘:‘5 Edit the configurations of this logical volume.

Change the parameters in the Logical Volume Parameters corner. Click OK to
confirm changes.

Configure the parameters of this logical volume, such as its name.

Logical Yolurme Mame: |Logica| “olume 1 |
Wirite Policy: Default j
Assignment: Slat A j
Parameters Name Specifies the logical volume name.

This option is available only for EonStor DS
subsystems.

Write Policy » When “Write-back” (also Default) is enabled, the
write requests from the host will be held in cache
memory and distributed to disk drives later.
Write-back caching can dramatically improve write
performance by caching the unfinished writes in
memory and letting them be committed to drives in
a more efficient manner. In the event of power
failure, a battery backup module can hold cached
data for days (usually 72 hours).

» When “Write-back” is disabled (i.e., the
Write-through is adopted,) host writes will be
directly distributed to individual disk drives. The
Write-through mode is safer if your controller is not
configured in a redundant pair and there is no
battery backup or UPS device to protect cached
data.
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Assignment Specifies the controller to which this logical drive or
pool element belongs.

Do not change this setting unless you are ready to
switch the controller.

Controller
Reassignment
Procedure

To re-assign a logical volume or pool to a different controller, we strongly
recommend you to follow these steps:

1. List the logical volume (or pool) and all its logical drives (or pool elements).

2. Shutdown the controller.

3. Change the assignment through the command terminal (typically connected
through the RS-232 interface) using the Set Logical Drive/Volume
command. For details, refer to the CLI (Command Language Interface)
manual.

Note that a logical volume or pool and all its logical drives or pool elements
must be assigned to the same controller. You may not be able to change the
assignment partially even when following the procedure mentioned above.
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Setting Pool Capacity Thresholds (ESVA subsystems only)

You need to reorganize a virtual pool before applications use up its capacity;
otherwise, data loss might occur. You can set up a capacity threshold and
receive notification when pool usage surpasses the threshold.

You can configure multiple threshold levels which may trigger notification or
purge.

0% Warning! and purging snapshots
80 - 86% Repeated Wamings!

73 - 75% Repeated notiflcations

T0% Early notification

Go To SANWatch Home > Pool sidebar > Pool List > pool name > Tasks corner

& Pool List

& Pool 1
E-E] Pool Elements
B B virtual Volumes

{5 Schedules > BELLEE

Adding or Editing a Click Threshold in the Tasks corner.
Threshold

P

Mg ") . Advanced Settings
Advanced settings includs Shutdavwn Pool |
and Migration Priority of Pool Elements.
The threshold configuration window will appear.
Threshold %
Add or editthreshold settings -
Policy Threshold
Post Notification Events T0%
Post Notification Events B0%
FostWarning Events 90%
PostWarning Events 95%
To add a new threshold, click Add. To edit an existing threshold, highlight it and
click Modify.
Set the threshold percentage and policy and click OK.
Threshold Percentage: H?D |%
Policy: | FPost Matification Events ;I
Threshold Policy Post Notification Events Sends out an event notification.
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Post Warning Events Sends out a warning notification.

Post Critical Events Sends out a critical notification.

Post Critical Events + Sends out a critical notification and purges
Run Purge Operation (deletes) snapshot images until the used space

becomes lower than the threshold.

Post Critical Events + Sends out a critical notification and marks
Disassociate Snapshot snapshot images invalid until the amount of
Images healthy (hon-invalid) data becomes lower than

the threshold.

Deleting a
Threshold

Highlight a threshold and click Delete.

Configuring Purge
Policy

This operation is applicable to thresholds with the “Post Critical Events +
Run Purge Operation” setting.

Highlight a threshold and click Purge Rule.

Policy

Post Critical Events + Run Purge Operation

The list of snapshot image purge policy for the threshold’s virtual volume
appears. Highlight the policy to edit and click Edit.

Purge Rule Settings

Canfigure the purge rule of snapshot images. -

Partition Name Purge Rule Current / Max Humber of Images Activated

Wirtual Yolume 1 Keep the Mumber of Images within 7 Weekis) or1024 MO

Configure the purge policy. First, select if you want to purge snapshot images
when an expiration date arrives (by time period) or if the number of images
reaches a threshold (by image count).

Edit Purge Rule

Editthe purge rule of partitions.

& Purge Snapshot Image By time period
Keep the Images for: 7 Yiieek j

= Purge Snapshot Image By image count

Keep the Mumber of
Images within:

oK ] [ Cancel
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Purge Parameters

Purge Threshold

Specifies the threshold policy: duration (By Time) or
the number of snapshot images (By S| Count).

Value

Specifies the values.
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Configuring Notification Thresholds (EonStor DS subsystems only)

This feature is available only for EonStor DS series.

Go To SANWatch Home > Device sidebar > Device List > device name > Logical
Volumes > LV name > Tasks corner
i l ) ;'I' i ;
iDEViCB List Detfault Group

= = DS 3016(FC 86)
= & | Logical volumes

= :‘.‘Jl ogical Volume 1
# B Logical Drives
] ';1 Partitions -> m
Steps Click Threshold in the Tasks corner.

Threshold
[ Yiewy and configure the capacity threshold settings.

The Threshold window will appear.
Threshold x

——— —

Total Capacity: 931.02 GB

%D |‘ID |20 !30 ‘40 !50 160 |70 |EU }QU |
Policy Threshold

PostNotification Events 70%

Post Critical Events 95%

Post Critical Events 96%

Post Critical Events 97%

Post Critical Events 98%

Post Critical Events 99%

Click Add, enter the threshold value (% of the logical volume) and the
notification type as follows. You may also modify or delete existing thresholds.

Create a Threshold

Threshaold Percentage: | |%

> Palicy: | Post Notification Events Ll

Parameters Post Notification Event Creates a notification event when the amount of
logical volume content reaches the threshold.

Post Warning Event Creates a warning event when the amount of logical
volume content reaches the threshold.

Post Critical Event Creates a critical event when the amount of logical
volume content reaches the threshold.
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Post Critical Event + Creates a critical event and purges all snapshot
Run Purge images when the amount of logical volume content

reaches the threshold.

Post Critical Event + Creates a critical event and make all snapshot
Disassociate images invalid when the amount of logical volume
Snapshot Images content reaches the threshold.

Configuring Purge
Rules

This setting is applicable only when there is a policy with the Post Critical
Event + Run Purge option.

Purge refers to removing old snapshot images to prevent the storage capacity
used up by unused snapshot image files.

Click Purge Rule in the Threshold screen.
Purge Rule Settings

Configure the purge rule of shapshotimages. -

Partition Name | Purge Rule Current / Max Number of Images Activated

Parition 1 Keep the Mumber of Images within 7 Weekis) 01256 MO

Highlight the purge setting and click Edit. The purge rule screen will appear.
Editthe purge rule of paditions.

& Purge Snapshot Image By time period
Keep the Images for: 7 Wieek j

= Purge Snapshot Image By image count

Keep the Mumber of
Images within:

Purge Parameters

Purge Threshold Specifies the threshold policy: duration (By Time) or the
number of snapshot images (By SI Count).

Value Specifies the values.
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Adding a Logical Drive to an Existing Logical Volume (EonStor DS subsystems

only)
By default, creating a logical volume (LV) also creates a logical drive (LD) on it.
However, you may add a logical drive to an existing logical volume by following the
procedures below.
Go To SANWatch Home > Device sidebar > Device List > device name > Logical Volumes >
LV name > Tasks corner
EDEWEE List Default Group
= lm DS 3016(FC 80)
E'":jLngicaanlumes
= EjLuulcaIVulume‘l
= B Logical Drives
@ B partitions >
Steps Click Add Logical Drive in the Tasks corner.

- Add Logical Drive f Expand Lodical Yoluime
Expand the capacity of thiz logical volume using existing or
newyly added drives.
The configuration window will appear.

Add Logical Drive
Create a logical Drive, configure its parameters and add it into Logical Volume.

Storage Tiering: Enable v | Tierindex 9 v
MNumber of Member Drives: | 3 v | RAID Level |RAIDS v
Write Palicy: Default v | Assignment | Slat A v
Stripe Size: 128K T

SED Security Disable v | Total Capacity: 1.08TB

For information about the options on the window, refer to the Steps section of
"Creating a Virtual Pool and Virtual Volumes (ESVA subsystems only)

You can create both a virtual pool and its virtual volumes at the
same time. You can also manually (and separately) create a
virtual volume.

The maximum size of a pool is 2PB.
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Process

Creating a virtual pool or virtual volumes takes four steps:

Selecting pool elements

Configuring tiering (if tiering has been enabled)
Creating virtual volumes

Confirming the result

R A

Go To

SANWatch Home > Pool sidebar > Pool List > Tasks corner

[ Pool List

=B Pool 1
- El Pool Elements
# Elvirtual Volumes

iR Schedules ek
Eschedy El Tasks |

Stepl:
Selecting Pool
Elements

Click Create Pool in the Tasks corner.

Create Poal
Create & nevy virtual pool using the drives inside the

N connected subsystems.

The Pool Configuration screen will appear.

Create Pool

Canfigure the capacity and other parameters for the pool. I

Step 1: Configure Pool Parameters

Step 2: Select Devices

Pool Extensions Available Extensions
Disk:0, Size:0 MB Raw Capacity of the Selected
Device: 0 MB

Step 3: Configure RAID Settings

RAID Level | RAID & v Maximum Size SED Security Pc

Enter the pool name and description.
Step 1: Configure Pool Parameters

Pool Marne: |F'0|:|I 3 |

Description: |New Fool |

Enable storage tiering (this option will show up when you have the
tiering license).

Storage Tiering:
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Highlight an ESVA/JBOD in the Available Extensions List and
click Customize.

Available Extensions

Slave, DATEC,10.0.0.18

Raw Capacity ofthe Selected

Device: 558.42 GB

The Customize Pool Element window will appear.
Customize Pool Element

Configure the parameters to customize a pool element.

— Spare Disk Settings

Add Enclosure Spare Disk

Amaount of Current Enclosure Spare Disk: 0

— Select Disks to Create the Pool

Slot Size Spare Product ID
1 33.99 GB = FUJITSU MAU3036RC (SAS)
2 33.99 GB = FUJITSU MAX3036RC (SAS)
Capacity of Selected Disks: |2 |
Element Size: |33 99 GB |
RAID Level: [RaID1 v
Assignment: |Slot A v |

You may add a spare disk to the new pool.

Spare Disk Seftings

Add Enclosure Spare Disk 0 v

Amount of Current Enclosure Spare Disk: 0

This option will be active only when there are spare drives
available. You can create and add a spare drive later.

Select disk drives for the first pool element. If you wish to create
multiple pool elements (especially for storage tiering), make
sure you do not select all available disk drives.

Select Disks to Create the Pool

Slot Size Spare Product iD
1 33.99GB - FUJITSU MALUZ03ERC (SAS)
2 3399GB - FLUITSU MAX3036RC (SAS)

Select the RAID level and the assigned controller. The number
and size of disk drives will be updated in the Selected Amount
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and Element Size corner.

Capacity of Selected Disks 2

Element Size 33.9¢

RAID Leval RAIDA ¥
Assignment Slot A X

Click Apply. The ESVA system with the new pool element will
appear in the Pool Extent List. (The first pool element will
become the master element.)

Pool Extensions

{+ Slave, DATEC, 10.0.0.18

Disk0, Size:0 MB [ Elements |

To add more pool elements, repeat above steps.

When all elements have been added, highlight the extension
and click Elements to confirm the list of pool elements included
in this pool.

Pool Extensions

& Slave, DATEC, 10.0.0.18

Disk2, Size:278.2 GB [ Elements |

You may remove unwanted elements (except for the master
element) here.

Element List

Yiew ar remove pool elements of a device,

" Remove |Element ID |Logical Drive |Size Device

r - - 279.21 GB ESWA FT5-2830, DATEC

[ Apply l [ Cancel

Select the RAID level and the maximum possible pool size in

the Settings corner.
Step 3: Configure RAID Settings

RAID Level | RAID 1 v Maximum Size | 2 PB v

The RAID Level option will be disabled if you have already
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chosen the RAID level in the Customize dialogue.

Click Next.

Step 1
Parameters

Spare Disk

Creates enclosure spare disk(s) for the virtual
pool. You need to have available disks inside
the enclosure.

RAID Level

Specifies the RAID level of the virtual pool:
RAID 0, 1, 5, and 6.

RAID 5 and RAID 6 offer protection against
one and two drive failure, respectively. If
you want to take extra caution against data
loss (for example, a media error occurs
while rebuilding a failed drive), it is

recommended to take RAID 6.

Pool Name

Specifies the virtual pool’'s name.

Description

Specifies a short description of the virtual pool.

Storage
Tiering

When enabled, you can configure tiering. See
procedures below for details.

Maximum
Size

Specifies the maximum pool size from 64TB
up to 2PB. The size also determines the data
block section size which ESVA uses to
distribute data across pool elements. The
larger the Maximum Size, the larger the
section size becomes which may not be
optimal for random and small I/Os. Use the
default size for optimal performance.

In order to perform remote mirror, the
maximum size of the pool pairs need to
match each other.

SED Security

Protects pool data with SED security.

Step 2:
Configuring
Tiering

If storage tiering has not been enabled, you will see the next
step, Configuring Virtual Volumes.
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The Storage Tiering Setting appears.

Configure Storage Tiering

Configure the tier level far the newly added poal element.

— Configure Tier Level far Fool Element

Model Name 1] JBOD Element Size RAID

ESWA FT5-2830 Slave DATEC = 279.21 GB RAID1

— Starage Tier Infarmation

Tier Element Amount Tier Size
1] 1] 0.00 GB
1 1 279.21 GB
2 0 0.00 GB
3 1] 0.00 GB

Fool Size: 279.2 GB

[ Back ] [ Next

Confirm the list of pool element included in the pool.

Configure Tier Level far Pool Element

Model Hame D

ESWA FT5-2830 Slave DATEC

Select the tier level of each pool element.

JBOD Element Size RAID Tier

278.21 GB RAID1

Confirm the summary of pool elements and their tiers in the
Storage Tier Information corner.

— Storage Tier Infarmation
Tier Element Amount Tier Size

0 0 0.00 GB

1 1 279.21 GB

2 0 0.00 GB

8 0 0.00 GB

Click Next.

Step 2 Tier Level Specifies the tier level of this pool. Four levels
Parameters exist, with tier 0 having the highest priority.

Here are the recommended tier levels for pool
element types.

> Tier 0: SSD
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» Tier 1. FC/SAS (RAID 1)
» Tier 2: FC/SAS (RAID 0/3/5/6)
> Tier 3: SATA

You may select the same or different tier levels
for pool elements. Data in the higher tier will be
accessed primarily.

Step 3: In the Create Virtual Volume window, check “Create Virtual
Configuring Volume.”
Virtual Volume Create Virtual Yolume

Create a newvirtual volume and configure its parameters

Fool Mame: Fool 3
Foal Size: 279.2 GB
W Create Virtual Yolume vaolume Size: | 1 j

— “irtual Violume Settings
Mame Size Unit Thin-Provisioning Initialize

Virtual Yolume 1 139.6 GB x| r ~

Total Provisioning: 139.6 GB

| Back Next

You may also uncheck this box and create virtual volumes later.
Pool Mame: Pool 3
Pool Size: 279.2 GB
¥ Create Virtual Yalume

Select the number of volumes.

Walume Size: | 1 j

The volumes will then appear in the Virtual Volume Setting

corner.
virtual Volumne Settings

Hame Size Unit

Wirtual Volurne 1 139.6 GE x|

(When multiple storage tiers are available) Select in which tier
each volume will reside (Default: All). You may modify this
setting later.

Check if you want to enable thin-provisioning/initializing or
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mapping.
Thin-Provisioning

-

Click Next.

Initialize Map

2 W

Step 3
Parameters

Volume Size

To change the volume size, double-click the
number. If Thin Provision is activated, you
may enter a volume size larger than the pool
size.

Unit

Select the unit of volume size: MB, GB, or TB.

Tier Resided

Defines in which storage tier the virtual
volume exists. When you select “All,” the
virtual volume capacity will be divided equally
among the tiers. You may change the ratio
manually later.

Thin-Provisio
ning

» When checked, a thin-provisioned volume
with no minimum reserved space (0%) will

be created.

» When unchecked, a full-provisioned

volume with initialization will be created.

Thin provisioning allows you to allocate a
large amount of virtual capacity for a logical
volume regardless of the physical capacity
actually available. Actual space is used only
when data writes occur. By automatically
allocating system capacity to applications as
needed, thin provisioning technology can
significantly increase storage utilization.

When the volume is initialized, the virtual
volume’s LBA addresses will be allocated
consequentially for large and/or sequential
I/Os. This is ideal for audio/video application
such as media post-editing and video
on-demand.

Map
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access the volume. Uncheck this parameter if
you intend to create host LUN mapping later.

Step 4: A summary will appear. Verify configuration details and click
Confirming the  OK. If you have chosen not to create virtual volumes or LUN
New Pool mapping, you may do so later.

Summary

views the summary of the newly created poal.

Pool:
Name Fool 3
Description Mew Poal
RAID Level: RAID 1
Size: 2792 GH
Devices:
Master Subsystam: Slave, DATSC, 10.0.0.18

Member Subsystern

Storage Tiering:

Tier1 Element Amount: 1, Size: 279.21 GB
Virtual Volume:

Amount: 1

Wirtual Yalume 1 Mame: Wirtual Yalume 1

Size: 139.6 GB

Thin-Frovisioning 0[e)

Initialize After Creation: YES

Map: YES

Back ] [ (114

The pool will appear in the list.

FOO atl
’ E’NameA | (bstatusv | dSystem Performance ‘

; Read: 0.00 MBfs
5[ Pool 1 @ Online T
] Write: 0.00 MB/s

Read: 0.00 MB/s
g[ Pool 2 @ On-line -
| Wirite: 0.00 MBS

_ Read: 0.00 MBIs
El pooiz & online -
d Wirite: 0.00 MBJs

Creating a Logical Volume."
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Expanding a Logical Volume (EonStor DS subsystems only)

You may expand a logical volume’s size in these steps.

Expand the size of its member logical drives. You must expand all logical drives

that belong to this logical volume.

Expand the size of the logical volume following the procedures below.

Go To

SANWatch Home > Device sidebar > Device List > device name > Logical
Volumes > LV name > Tasks corner

s
& Device List Default Group
k= DS 3016(FC 8G)

=&l Logical Volumes
=- &b ogical Volume 1
=K Logical Drives

= B partons £ Tasks |

Steps

Click Expand Logical Volumes in the Tasks corner.

73: Add Logical Drive f Expand Logical Yolume
L'.F— Expand the capacity of thiz logical valume using existing or
newyly added drives.

The expansion screen will appear.

Expand Logical Volume |

Expand the logical drive using availahle capacity.

Maximum Expansion Size:238214 MB

[ Ewpand || cancel | |

The system will automatically select all available capacity for expansion.

Click Expand to begin the process.

Check the logical volume status in the list to see the expanded size.
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Expanding/Shrinking a Virtual Pool (ESVA subsystems only)
Types of Expansion  You may expand a virtual pool in two ways:

» Adding more disk drives/enclosures to the original pool element: In this case,

you are going to add disk drives in the same RAID level.

» Adding different pool elements: If you have enabled storage tiering, you can
also add pool elements with different RAID levels to an existing pool, by
separating their tier level. The data will be written to the tier with the higher

level first.

Make sure you have prepared sufficient number of available disk drives
corresponding to the RAID level of the element you want to add.

Note When you try to expand the pool via scale-out mechanism (by adding more
ESVA subsystems), we strongly recommend you to build the RAID group as a
pool using the same firmware version.

Go To SANWatch Home > Pool sidebar > Pool List > pool nhame > Tasks corner

m_

5 Pool List
BB pagl 2

= BPoor 1]

[+

‘| Pool Elements
“Elvirtual volumes

i -5 Schedules
B roois

> Rl

Expanding a Virtual Click Configure Pool in the Tasks corner.

Pool (Adding a Pool -}, Pool Maintenance
Element) —'J;j Maintenance tasks include qure Pool

Configure Spare Disk.

Highlight a ESVA/JBOD in the Pool Extent List and click Customize.

Auvailable Extensions

Slave, DATEC, 127.0.0.1

Raw Capacity of the Selected [ Customize ]
Device: 558,42 GB

In the Customize window that appears, select the disk drives that will be added.
Select Disks to Create the Pool

[~ Slot Size Spare
W1 279.21 GH
z 279.21 GH
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Select the RAID and assigned slot and click OK.

Capacity of Selected Disks: Element Size: I:I
RAID Level: E Assignment: Slot A, hd

Highlight the pool in the Pool Extension list and click Elements.

Pool Extensions

& Master, CTD12,127.0.0.1
Slave, DATEC, 127.0.0.1

Disk'2, Size'558 42 GB

Confirm that the newly added pool elements appear in the list.

[~ Remove | Element ID | Logical Drive | Size Device

r - - 279.21 GB ESWA FT5-2830, DATEC

Select the data migration priority in the Settings and click Next.
Step 3: Configure RAID Settings

RAID Level| RAID D - Migration Priority

‘ The Pause priority is not used until data migration actually starts.

The Storage Tiering Setting (if selected) appears. Confirm that the newly added
pool element appears.

Configure Pool Element Tier Level

Model | Name | ID [ oo | Erementsize | RAD Tier |
ESVA FT0-28... GCFCF Mi, 83125 GB  RAIDT 1 =
ESVAF70-28... 8CFCF M 1.81 T8 RAIDO 2 [l
ESVA FT0-28... 8CFCF M 83125 GB  RAIDI 1 [

Select the tier level of the newly added element(s). The new element can
expand an existing tier or become a new tier for the pool.

| Elementsize | RAD Tier |
§31.25GE  RAID1 1 =)
1.81TEB RAIDD 2 B
931.25G8  RAID1 1 =i

]

1

z2

Confirm the summary of pool elements and their tiers in the Storage Tier
Information corner.

Storage Tier Information

Tier | Element # | Tier Size
0 0 0MB
1 1 931.25 GB
2 1 1.81TB
3 1 931.25 GB

The summary of the updated pool configuration will appear. Click OK.
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Pool:
Marme: Poal 2
Description:
RAID Level: RAID O
Size: B37.63 GB
Migration Priority: High
Devices:
Master Subsystam: Master, CTD12, 127001

Data migration will begin

Shrinking a Virtual Make sure you have deleted the virtual volumes that reside in the pool
Pool (Removing a element to be deleted.

Pool Element)
Click Configure Pool in the Tasks corner.

Fool Maintenance

Xex Maintenance tasks includes Configure Pool fncd
Configure Spare Disk.

Highlight an ESVA/JBOD in the Pool Extension List and click Elements.

Pool Extensions

& Master, GVD12,127.0.0.1
= Slave, DATEC, 127.0.0.1

Digk:2, Size:558.42 GB [ Elements

Select the element you want to remove and click Apply.

Element List

Wiew or remawe pool elements of a device. I
[~ Remove | Element ID Logical Drive | Size Device
v B2A32F1 2881 2CTAT TCESCT0A 279.21 GB ESWA FT5-2830, DATEC
[ Apply l [ Cancel ]

Select the data migration priority in the Settings and click Next.
Step 3: Configure RAID Settings

RAID Level | RAID 1 - Migration Priarity

The summary of the updated pool configuration will appear. Click OK.
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Pool:
Mame: Pool 2
Description:
RAID Level: RAID 1
Size: B37.63 5B
Wigration Priority: High
Dewices:
Master Subsystern: Master, CTD12, 127.0.0.1

Data migration will begin.

268



Working with Logical Volumes or Pools

Assigning a Spare Drive to a Pool (ESVA subsystems only)

Make sure that an available drive exists (not part of a virtual pool or virtual
volume yet).

Enclosure vs. Local
Spare Drive

» Enclosure spare drives can be access by all pool elements inside the
subsystem enclosure.

» Local spare drives are exclusive to the pool element the drives are assigned
to.

Go To

SANWatch Home > Pool sidebar > Pool List > pool name > Tasks corner

| Pool List

;"ll Pool 2

=! Foal Elements

Virual Volumes
{Eschedules
EH Pool 3

3!

|

> Rl

Steps

Click Configure Spare Disk in the Tasks corner.

oo Fool Maintenance
e Mairtenance tazks includes Configure Pool and
Configure Spare Disk

The spare drive configuration screen will appear.

Configure Spare Disk

Selectthe spare drive for a pool or its element.

— Select Device of Element — Assigh Drive a5 Spare
EPooi 1

Slot Size |Staius |
El-Denice 1, ESWAFT5-2830
“Elament 1 : BTGA270322057BE Size: 558,42 GB

The diskwill be assigned as an enclosure spare drive. Uncheck to rerove the assdinment

[ Apply ] [ Cancel l

Highlight the pool (enclosure spare) or pool element (local spare) to which the
spare disk will be assigned.

Pool (Enclosure)

Select Device ar Element

E.'_Puul 1

EI"E!EHiI:E 1, ESWA FY5-2830
~Element1: B7CA270322087BE3 Size: 558,42 GB
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Element (Local)
Select Device or Element

E:Puul 1

Iél--D_Eﬁ.fil:E 1, ESVAFTS-2830

""" Element 1 67YC5270322057BES Size: 5558.42 GH

Check the spare disk on the right-side corner and make sure the status
(Enclosure or Local) is correct.
Assign Drive as Spare

Slot Size Status

Click the Apply button to assign the spare drive.

Go to Device List > Device > Drives.

[E.\'_Dexrice List

"h Master
- e Slave

ib Channels

""" 5 Data Hosts

Click Enclosure View in the Tasks corner.

. Enclosure Yiew
"{ See the detailed information of enclosures connected to
the system.

The newly assigned spare drive in the front panel figure will show a “+” sign,
indicating that it is a spare drive.
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Setting Up Thin Provisioning and Host Reclaim

About Thin
Provisioning

Thin provisioning allows you to allocate a large amount of virtual capacity for a
logical volume or pool regardless of the physical capacity actually available.
Actual space is used only when data writes occur. By automatically allocating
system capacity to applications as needed, thin provisioning technology can
significantly increase storage utilization. Thin provisioning also greatly simplifies
capacity planning and management tasks. For more information, see the
Infortrend website.

The thin provisioning / reclaim feature is available in systems with following
prerequisites:

EonStor DS G6 systems: FW3.86C or later
EonStor DS G7 systems: FW3.91B or later
EonStor DS G7i and 3000 series by default, supports thin provisioning.

Please contact your vendor for more details!

Dynamically allocating capacity affects the overall performance. If
performance is the top priority (such as in AV applications), we recommend
you to disable thin provisioning (= use full provisioning).

About Host Reclaim  Thin provisioning keeps increasing the amount of physical storage on demand

whenever new files are added. This works perfectly as long as all of the original
files remain intact, but in reality some files will be deleted by host computers in
the long run. As a result, available LV or pool capacity of your subsystem often
appears less than its real available size. In order to make the most use of
storage area, the size of deleted files/blocks should be checked occasionally to
adjust the size of the logical volume.

The host reclaim function calculates the size of the deleted files in partitions or
virtual volumes, and “shrink” the logical volume or pool size so that it reflects the
currently used area. Host reclaim should be used in conjunction with thin
provisioning, and is especially useful for data replication such as snapshot and
volume copy/mirror, allowing for shortened replication time and reduced target
area.

Host Reclaim only works when the host computer is running on Windows or
Linux.

Prerequisites

The subsystem needs to meet the following conditions.

License Thin Provisioning available
=1 Thin provisioning
Due to Expire Mo due day

To view the license information, go to SANWatch Home
> Device sidebar > Device List > device name > Tasks
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corner > License Information

Firmware To view the firmware version, open SANWatch Home >
Device sidebar > Device List > device name > Status
corner > Firmware Version

SANWatch To view the SANWatch version, go to SANWatch Home

> About.

Thin-Provisioned
Partition or Virtual
Volume Size

Maximum 256TB or 512TB

The maximum size of a single partition or virtual

volume is 256TB (before firmware version 3.88) or
512TB (after firmware version 3.88). Make sure that
the size of the logical volume or pool is in line (you
cannot make the size of the partition or virtual
volume larger than the size of the logical volume or
pool). For the latest status, checking with technical
support is recommended.

Although we allow you to “over-provision” (the size of the
thin-provisioned partition or virtual volume can be larger
than the actual logical volume size), the partition or
virtual volume size cannot exceed the size limit for the
EonStor DS series.

Thin Provisioning
Settings

1. Thin provisioning is configured during creating a partition (for EonStor DS

subsystems) or virtual volume (for ESVA subsystems).

Create Partition
T Add & new partition using available zpace to a logical volume.

. In the partition or VV creation screen, thin provisioning options will appear in

the lower half.

Configure the parameters of the partition.

Partition Mame: Partition 1

Size: 100 EE
[T Initialize Partition After Creation

¥ Enahble Thin-Provisioning

Minimum Reserved Space

B Jen | Js

[~ Map Partition to Host

. After the new partition or virtual cool has been created, create one or more

notification thresholds to make sure that the administrator receives
warning/critical messages before all of the logical volume space or pool will
be used up, and to give him or her ample time for expanding the size of the
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logical volume.

We recommend you to create multiple thresholds to stay on the safe side.
(Example: notification for 70%, warning for 90%, critical for 95%, critical and
purge snapshot images for 99%)

Case 1: Full
Provisioning (Thin
Provisioning
Disabled)

If you uncheck “Enable Thin-provisioning,” thin provisioning will be disabled and
all of the configured logical volume size or pool size (in the below diagram’s
case, 14GB) will be taken from the capacity actually available. The partition or
virtual volume will be created as a continuous physical space reserved only for
the target application, and then will be initialized if the “Initialize Volume After

Creation” box is checked (you may uncheck this option if you prefer).
Logeial Valume Available Capacity: 20.84 GE

Size: |1 4 IGB =]

[V Initialize Wolume After Creation

[~ Enahle Thin-pravisioning

Minimum Resetved

I'I'I'I'I'I'I'I'I'I'J |14335 MB

0 0 100 (%)
Full provisioning is suitable for mission-critical applications with large amount of
uninterrupted data, such as audio/video streams. Dynamically allocating space
and expanding usable area slows the 1/O performance down, therefore
allocating a large physical capacity from the beginning optimizes the
performance.

Case 2: Thin
Provisioning

To enable thin provisioning, check the “Enable Thin-provisioning” box and select
the Minimum Reserved space using the slider.

When the application use up the minimum reserved area, additional space will
be taken from the rest of the logical volume (or virtual pool) space and will be
added to the partition or virtual volume dynamically.

In this example, The actual logical volume size or pool is 20GB but the partition
or virtual volume is set at 40GB, larger than the available size. This is fine as
long as the minimum reserved space (the actual physically allocated space) is
smaller than the logical volume size or pool size: 8GB in this case.
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Lagcial Wolume Available Capacity: 20.84 GB

Size: 40 IGB Ll

[ Initialize Volume After Creation

[¥ Enahle Thin-pravisioning

Minimum Reserved

I'I'H'I'I'I'I'I'I'II 192 ME

] A0 a9 (%)

The reserved space cannot exceed the actual available capacity.

274



Working with Logical Volumes or Pools

Storage Tiering

‘ This section is applicable when storage tiering has been enabled.

What is Storage Tiering?

What Tiering is
about

Tiering creates vertical layers inside a virtual pool (or logical volume for EonStor
DS subsystems) to improve data I/O performance compared to the traditional,
monolithic pool.

Tiering is a simulation of cache mechanism deployed in a disk drive or a RAID
subsystem, where data transaction takes place in fast cache memory without
waiting for slower physical drives to respond.

I/O > Cache‘

i 110

Disk

To simulate cache system inside a pool, a tier system separates the pool
elements (or logical drives for EonStor DS subsystems) into layers called tiers.
I/O transaction will primarily occur between the higher tier, where pool elements
or logical drives with faster access (such as a LD composed of SSDs) will be
assigned. The data will then be migrated into the lower tier, where slower but
more economically feasible pool elements or logical drives (such as a pool
element composed of SATA drives) are assigned.

Virtual Volume

Benefits of Tiering

> Fast data transaction: Data will always be written to the top tier first, then will
be migrated into lower tiers. By assigning a pool element or logical drive to
fast drives (such as SSDs) to the top tier, you can achieve higher data
throughput.

> Flexible pool configuration: You can mix different RAID levels and drive
types (SSD / SAS, NL-SAS, etc.) inside a virtual pool; you are no longer
restricted to build it from a single hardware type.

» Economic pool creation: You can assign fast but expensive hardware to the
top tier, and construct lower tiers with slower but more economic hardware.

Tiered Migration

By default, the host always writes to the highest priority tier (usually Tier 0). In
order not to use up all capacity of the top tier, you will need to migrate
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unimportant data into lower tiers, either manually or automatically by schedule.

Before: All data is written to the top tier, or tier 0.
20GB Pool

TM?@:@; Tier 0 (10GB)

 Tier 1 (10GB)

After: Some data will be migrated to the lower tier, or tier 1.
20GB Pool

A = m = m e e
| X

?h"@""’ """"""""""""" ; Tier 0 (10GB)

""""""""" : Tier 1 (10GB)

N e e e D e e e eeecmmmem ==
10GB W

(TO: 50% - 5GB, T1: 50% - 5 GB)

.....

“Hotness” of Data The system determines the priority of data by two factors:

» Residing time: the newer, the higher priority
» Access frequency: the more heavily accessed, the higher priority

Data with higher priority is marked as “hot” and will likely reside in higher tiers
after migration.
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Tiering Rules

Tier Levels

ESVA and EonStor DS system may have four tier levels to choose from, with
tier O the fastest. Here are the recommended tier levels for RAID and drive

types.

» Tier 0: SSD
> Tier 1: SAS
» Tier 2: Nearline SAS
» Tier 3: SATA

SSD and SAS drives have fast I/Os but are expensive, suited for
performance-oriented usage. NL-SATA drives are slower but are inexpensive,
suited for capacity-oriented usage.

Host I/O Priority

» The host always writes to the highest tier in a given pool or logical volume.
» Data service (snapshot, volume copy, volume mirror) will occur at the lowest
tier.

License

To use storage tiering, you need to apply for a tiering license. Go to Device >
Information > License Information.

‘ i i Infarmation
“iewy the total System Information and spplicsble License Informstion.

Click License information.

License Infermation

Current License

AT

'Volume Mirror

“Synchrounous Remote Replication
"Asynchmunuus Remote Replication
= starage Tiering

. Expiration Date=No Due Date
#-JB0D

Virtual Volumes

A virtual volume (for ESVA subsystems) or partition (for EonStor DS
subsystems) can exist either entirely inside one tier or among multiple tiers. In
case of the latter, you will need to specify the ratio of the virtual volume
assigned to each tier.

Tiered pool
it R e =1
i VV1 1000} | 50%Ji | Tier 0
e A e
: : | 1 Tier 1

Reserve Ratio

Tier reserve ratio defines the capacity in higher tiers that will not be used up by
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tiered pools/volumes. Because the highest tier will be accessed preferentially,
there is a risk of data filling up all capacity of the higher tiers. Setting the
reserve ratio secures free space for the higher tiers.

You cannot set a reserve ratio for the lowest tier. ( = If there is only one tier

level, you cannot configure the reserve ratio.)

Limitations on
Provisioning and
Tiering

Here are the limitations regarding creating a thin/full provisioned partition (for
EonStor DS subsystems) or virtual volume (for ESVA subsystems) on a
tiering-enabled logical volume:

> If you check Initialize Partition after Creation or Initialize Virtual Volume after
Creation to create a full provisioned partition or VV, data stored on the
partition or VV could only reside on one tier. Only data stored on thin
provisioned partition could be migrated between another tier.

> If you check Enable Thin-Provisioning to create a thin provisioned partition,
or VV you are not allowed to set minimum reserved space for it.

Existing Elements
after Obtaining
Tiering License

The logical volumes / drives (or pools / pool elements for ESVA subsystems)
that were created before obtaining Tiering license will be summarized as
follows.

Logical volumes or pools:

» Existing LVs or pools could be tiered but with only one tier.
» The default tier index belongs to the first volume element.

Logical drives or pool elements:

» All logical drives or pool elements will reside in their logical volume’s or
pool’s tier if the LV or pool has been transformed into a tiered one.
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Activating Storage Tiering for Legacy Logical Volumes or Pools

You may enable tiering for pools or logical volumes that were created without
enabling tiering.

Go to EonStor DS subsystems: SANWatch Home > Device sidebar > Device List >
device name > Logical Volumes > LV name > Tasks corner
ESVA subsystems: SANWatch Home > Pool sidebar > Pool List > pool name >
Tasks corner

E'_Deviu:e List Default Group :ljl Poal List
ool LIS
H &= DS 3016(FC 8G) 2B poot 1

- B 2l Logical volumes
S| E_ELUl.jll.idl Volume 1 E[ P S EmETE

B l_l Logical Drives :;l‘u’idual Wolumes

= B partitions or {5 Schedules > Tasks

Enabling Storage Click Enable Tiering in the Tasks corner.

Tle”ng @ Storage Tiering
Functions includes Enable Tisting,
Select the tiering level and click OK.

Select Tier ®
Assign logical drives to different tiers. ]| :
Higher-performance logical drive should be assigned to a higher tier, such as Tier 0.

Logical Drive Name Status Type Capacity Tier

Logical Drive 1 Good, Scanning: 76% SATA 18178

All pool elements (or logical drives) of the pool (or logical volume) will be
transferred to one tier.

Users may click Information to view the pool’s (or logical volume’s) tiering

information.
% Storage Tiering
Functions includes Enakble Tiering, Informsation,
Information
Tier0 Tier1 Tier2 Tier3
Summary of Tier information
Size 18178 931.25 GB
Used 10 GB(0.5%) 0 MB{0.0%)
All Volumes Data Service 0 MB(0.0%) 0 MB(0.0%)
Reserved 186.25 GB(10.0%) 0 MB(0.0%)
Used 10 GB(100.0%) 0 MB{0.0%)
Partition 1
Data Service 0 MB{0.0%) 0 MB{0.0%)

You can click Tier Migration to perform tier migration for optimized data
allocation.
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AP Storage Tiering

d d Functions includes Enable Tiering, Informsation, and Tier Migration.

Or you can perform tier migration by schedule, go to SANWatch Home >
Device sidebar > Device List > device name > Schedules, click the Help icon at
the top-right corner, and then search for "Creating Tiered Data Migration by
Schedule" for more information.

Changing Residing
Tiers for Elements
or LDs

Click Tier Setting in the Tasks corner.
ﬁ- Storage Tiering

dd Functions include Disable Tiering, Tier Satting,

Select tier levels for elements or LDs, and then click OK.

Select Tier ®
Assign logical drives to different tiers,
Higher-performance logical drive should be assigned to a higher tier, such as Tier 0.
Logical Drive Name Status Type Capacity Tier
Logical Drive 1 Good SAS 1.817B 0 A
Logical Drive 2 Good SATA 931.25 GB | 1 v ‘

Disabling Storage
Tiering

Click Disable Tiering in the Tasks corner, and then click Yes in the dialog that
appears.

AP storage Tiering
dd Functions include Disable Tiering, Tier Setting,
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Configuring Tier Reserve Ratio for VV of the / Pool (only available for ESVA

subsystems)

Tier reserve ratio defines the capacity in higher tiers that will not be used up by
tiered pools. Because the highest tier will be accessed preferentially, there is a

risk of data filling up all capacity of the higher tiers. Setting the reserve ratio
secures free space for the higher tiers.

VV must be thin-provisioned to set tier ratio.
You cannot set a reserve ratio for the lowest tier. ( = If there is only one tier
level, you cannot configure the reserve ratio.)

Configuring Tier
Reserve Ratio

Under Advanced Settings in the Tasks corner, click Tier Ratio Setting.

o

E‘;J‘E' ., Advanced Setlings

‘A}E Reclzim, Flush, Unassian, and Tier Ratio Setting

Tier Ratio Setting

Configure tiering pararneters for the vinual volume including the residing tier and ratio.

Wolume Size: 10 GB
™ Enahle Auto Reside Ratio Setting

Reside Tier Size Used Reside Size
v 0 136.48 GB 76 MB 5GH
v 1 273296 GB 274 GB 5GH

"Enable Auto Reside Ration Setting" is available for ESVA subsystems only.

Using the above screenshot as an example, user can allocate 100% of the
reserve ratio to either tier or split it 50 / 50 amongst the two tiers.

Configure the ratio and click OK.

0K
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Viewing Tiering Information

Go to EonStor DS subsystems: SANWatch Home > Device sidebar > Device List >
device name > Logical Volumes > LV name > Tasks corner
ESVA subsystems: SANWatch Home > Pool sidebar > Pool List > pool name >
Tasks corner

e —
E'_ Device List Detault Grou
= 55 Pool List

= e DS 3016(FC 86)
B EjLngil:aI Yolumes
= aLUleL'M Volume 1 E[ Fool Elements
I_I Logical Drives t;l‘ufinual Volumes

= B partitions or fF] Schedules > m

=B pool 1

Steps Click Information under Storage Tiering in the Tasks corner.

) Storage Tiering
d Functions incudes Enakle Tiering, Informsation, and Tier Migration.

Existing tiering information will appear.

Information ®
Tierl Tier1 Tier2 Tier3
Summary of Tier Information
Size 18178 931.25 GB
Used 10 GB(0.5%) 0 MB(0.0%)
All Volumes Data Service 0 MB(0.0%) 0 MB(0.0%)
Reserved 186.25 GB(10.0%) 0 MB(0.0%)
Volume Details
Used 10 GB(100.0%) 0 MB(0.0%)
Partition 1
Data Service 0 MB(0.0%) 0 MB(0.0%)
Parameters Used Shows the size and ratio of used data capacity in each
tier level.
Data Service Shows the size and ratio of capacity used for data
replication (snapshot, volume copy, volume mirror).
Reserved Shows the tier reserve ratio of the volume.
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Configuring Tiered Data Migration

About Tiered By default, the host always writes to the highest priority tier (usually Tier 0) as

Migration long as there is available space. In order not to use up all capacity of the top
tier, you will need to migrate unimportant data to lower tiers, either manually or
automatically by schedule.

Before: All data is written to the top tier, or tier 0.

... .20GB Pool

;..mj..zesjzéé‘g} QGBj'ZGBJ """"" 1 Tier 0 (10GB)

Tier 1 (10GB)

n\

e
I

———— e m— - —
L}

After: Some data will be migrated to the lower tier, tier 1.

20GB Pool

-

Fvssaa :::E: ..................... | —
i 268 [708] < J Tier 0 (10GB)
[Troeeaes T | S D
i+ |2cB||26B :j \ Tier 1 (10GB)
10GBW T
(TO: 50% - 5GB, T1: 50% - 5 GB)
Limitations Tier migration together with the performance gain it brings are NOT available

for full-provisioned partition.

Go to EonStor DS subsystems: SANWatch Home > Device sidebar > Device List >
device name > Logical Volumes > LV name > Tasks corner
ESVA subsystems: SANWatch Home > Pool sidebar > Pool List > pool name >
Tasks corner

[ Y Pool

e DeEvice List Default Group _
= qn_r_.zns 3016(FC 86) Eﬁ:w Lst
::jiljillgllc:al_\fﬁl:jrﬂes:w ' " | Pool Elements
= B Logical Drives - Elvirtual Volumes
= B Partitions or ~fF] schedules > BELLER
Steps Tiered migration is available only when there are more than one tiers.

Click Tier Migration under Storage Tiering.

"‘5_ "‘_ Storage Tiering
L__J\__J Functions inciudes Enable Tiering, Information, and Tier Migration.
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the migration timing: immediate or scheduled.

Tier Migration

Select one ar maore partitions and run tiered migration to optimize data allocation.

* Start Migration Imrmediately

Priority: Marmal j
" Schedule T High
Loy

Priority options are: High / Normal / Low
Create Schedule

Summary
Confirm the summary of the created schedule,

Schedule Type: Tier Migration
Select Target: Logical Yolume 1:
Fartition 1

Schedule Settings:

Marme: Mewe Sehedule 1

Start Date: 20121 2126

End Diate: 20121 2126

Repeat: daily

Start Tirne: 74

Priority: Medium

For scheduled migration, see below.

Scheduled Tiered
Migration

To run a scheduled tiered migration, the subsystem must be connected to
SANWatch Manager through in-band connection.

Select scheduled migration and click on Next.
" Schedule Tiered Migration

The schedule setting window will appear
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Configure the schedule parameters.

Schedule Mame: MNeww Schedule 1

Source; Fartition 1 (49CETFAY33EIITES)

Start Date: 1202772012 :ﬁ End Date: [ 124272012 :ﬁl- Repeat
* Daily
" Recurring Days of YWeek I~ Sun [~ Mon [~ Tue [~ Wed [~ Thu[~ Fri[~ Sat
" Recurting Days of fortnight I~ Sun ™ Mon [~ Tue [~ wWed [T Thu [~ Fril~ Sat

~ Recurring Days of Month [ Set Days
Start Time: 2 |5 |

Friority: | Mormal ;l

Name the schedule. The source information (virtual pool) appears below the
name.

Schedule MName: |New Schedule 1

Source: Fartition 1 (48CETFET33E23TEA)

Set the start date and end date of this migration. To make it a repeated process
with no end date, check the Repeat box.

Start Date: 1202712012 g2z End Date: | 12/27/2012 T [T Repeat

Set the date.

{* Daily
" Recurting Days of Week I~ Sun ™ Mon [~ Tue [~ wWed [T Thu [~ Fril~ Sat
" Recurring Days of fortnight I~ Sun [~ Mon [~ Tue [~ Wed [~ Thu[~ Fri[~ Sat

" Recurring Days of Month [ Set Days

Set the starting time.

Start Time: |2 Ll: | 5] ;I

Choose a priority level.

Priarity: | Mormal j
High
L ooy

Click OK. Migration will start at the specified date.

To check the schedule, go to SANWatch Home > Device sidebar > Device List
> device name > Schedules.
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E\_ Device List
Default Group

e DS 3024
EjLog\caIVolumes
EjLogicaIVOIume1
EjLogicaIVolume2
j S$SD cache pool

wp” Drives

e Channels

) Data Hosts
8 schedules

If another migration is already ongoing at the scheduled start time, the
ongoing migration will be cancelled and the scheduled migration will begin.
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Tier Migration Policies

Migration Priorities

Tier migration has the following priorities:

> High
> Medium
> Low

Case 1: Single
Virtual Volume or
Partition

Before migration

The virtual pool (or logical volume for EonStor DS subsystems) Pool 1 is
comprised of a single virtual volume (or partition for EonStor DS subsystems)
VV-1 which has three tiers, TO, T1, and T2. The data blocks, A to E, are written
into the top tier, TO.

VV-1 (6G)
VV1- TO. ": ;
(Reside: ZG)L ;Sr(lae;e? 16)
VV1- Tl v -

: v Tier 1

(Reside: 2G): i. --------- L J, (5G, Res: 1G)
VV1-T2! o ! Tier 2
(Reside:26)1}_ i } (86, Res: )

T TPool 1)

After migration

Data blocks are migrated to lower tiers, according to their volume tier ratios.
VV 1 (ee)

2

utatutinted Anfatatatatey Antetuins]

Case 2: Multiple
Virtual Volumes

Before migration

The virtual pool (or logical volume for EonStor DS subsystems) Pool 1 is
comprised of two virtual volumes (or partitions for EonStor DS subsystems)
VV-1 with tiers TO-T2 and VV-2 with tiers TO and T1. The data blocks, Aa to Ee,
are written to the top two tiers, TO and T1.

VV-1 (6G) VV-2 (6G)

o Y it 1
VV1- TO. TP PR B D SO NVV2-TO
(Reside: 2G)L._ _____ !@-@. ____H(Resme 3G)
VV1-T1!! N HVV2-T1
(Reside: ZG)U .I-.. :J'(Reside: 3G)
wWi-T2!f T N i
Reside:26)1i_ ' . ]

Pool T ase)

After migration
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Data blocks are migrated to lower tiers, according to their tier settings and pool
tier reserves.

J

Tier O

(5G, Res: 1G) I ===cemmmccaolp oot teem-- T

Tier 1
Tier 2

1
i
(5G, Res: X) 11} .

S G

s
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Viewing Tier Migration Information

This feature is available when tiered data migration has been enabled.
Viewing tier information is available when more than one tiers are available.

Go to EonStor DS subsystems: SANWatch Home > Device sidebar > Device List >
device name > Logical Volumes > LV name > Tasks corner
ESVA subsystems: SANWatch Home > Pool sidebar > Pool List > pool name >
Tasks corner
IR Derice List o gm—
= — = |75 Pool List
& fem DS 3016(FC 86) By
= El Logical WYolumes Rl
=) E_Il.lil]ll.‘e” Yolume 1 E[ FEElEEETE
o) l_| Logical Drives : t_}‘ufirtual Yolumes
= B Partitions or ~fEE] Schedules > m
Steps Click Information under Storage Tiering in the Tasks corner.

aﬂd Storage Tiering

Functions includes Enable Tiering, Information, and Tier Migration.

The migration status of tiers and volumes in the pool (or logical volume) will

appeatr.
Information x
Tierl Tier1 Tier2 Tier3
Summary of Tier Information
Size 18178 931.25 GB
Used 10 GB(0.5%) 0 MB(0.0%)
All Volumes Data Service 0 MB(0.0%) 0 MB(0.0%)
Reserved 186.25 GB(10.0%) 0 MB(0.0%)
Volume Details
Used 10 GB({100.0%) 0 MB(0.0%)
Partition 1
Data Service 0 MB(0.0%) 0 MB(0.0%)

Migration Statistics
Parameters

The diagram below shows an example of tier migration.

mier Migration

Here is the migration result of virtual volume (or partition for EonStor DS
subsystems) VV-1.
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Promoted Demoted Migrate-In
X 2 (A,B) 2 (D,F)
1 (D) 0 1 (A)

1 (F) X 1(B)

Here is the migration result of virtual pool (or logical volume) Pool1l.

Promoted Demoted Migrate-In
X 3 (AB,H) 3 (D,FK)

2 (D,K) 0 2(AH)
1(F) X 1(B)

290



Working with the Logical Drives or Pool Elements View

Working with the Logical Drives or
Pool Elements View

System  Seftings Language  About Iﬁ' Replication Manager @ Help @ Data Reload
[EL Device List € Name « ‘ €2, status « ||_MRAID Level « | @»capacity «

Default Group

B = DS 3024 ! t Logical Drive 1 @ Good RAID § 36878
E-E} Logical Volumes
=B} ogical Volume 1
=&l Logical volume 2
B Logical Drives
B Paritions
!SSD cache pool
g Drives
-y, Channels
-8 Data Hosts
B schedules

A logical drive (for EonStor DS subsystems) or pool element (for ESVA subsystems) is a collection of
disk drives that serves as a virtual storage element that constitutes a logical volume (for EonStor DS
subsystems) or virtual pool (for ESVA subsystems). You may create and configure logical drives or pool
elements when you create a virtual pool or logical volume. This chapter describes how to view the
status of all elements in a logical volume or pool: logical drive or pool element configuration, capacity,
hardware device, and task progress (if available).
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Viewing the List of Logical Drives

Go To

EonStor DS subsystems: SANWatch Home > Device sidebar > Device List >
device name > Logical Volumes > LV name > Logical Drives

ESVA subsystems: SANWatch Home > Pool sidebar > Pool List > pool name >
Pool Elements

& Device List Default Group g_
= Chris_ESDS 55 Pool List
=&} Logical Volumes =B Pool 1
E-E} Logical Volume 1 =B Pool 2
& Logical Drives I?""?*JF'DOI Elements
IJLogn:aI Drive 2 "I3_|F'00I Element 2
B Logical Drive 2 1T virtual volumes
& Partitions or [ 5chedules

Steps

The list of logical drives or pool elements recognized by the system will appear. The
logical drive or pool element status summary will appear to the right, in the main
screen.

0] Prive

g name o ‘ (Z;J Status ‘ m RAID Level o ‘ 0Capacity‘

Ii Lagical Drive 1 @ Gaad RAID B 272.95 GB

Logical Drive or Pool Element

Click the link to view detailed configurations of each logical drive or pool
element that is included in the logical volume or pool.

E|Name -

l | Loical Drive 1

The Status corner shows whether this logical drive is in a healthy (no error)
status.

(bstatus -
@ Good
RAID Level

The RAID level corner shows the RAID configuration used for this logical drive.
B/ RAID Level

RAID &

Capacity

The capacity of each logical drive appears. To view the total capacity of volumes
or devices, go to the respective menus.
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&t:apacit;u

272.96 GB

To refresh the status (in case you want to make sure that the logical volume or
pool status has been updated), click the Data Reload menu at the top bar.

ﬁ' Replication Manager @ Help @ Data Reload

Note

If the Help screen does not appear, you might need to enable pop-up windows
from the browser’s configuration options.
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Working with Logical Drives or Pool
Elements

Systern  Seftings  Language  Ahout ﬁ Replication Manager e Help @ Data Reload
= 'Device Logical Drive Status
(2L Device List Default Group e Logical Drive Information
E‘"i_'.’l-E'SDS 3016R(FC BG)
B ) . .
:J_L'oglcal\folumes Logical Drive 1 Size: 272.96 GB Status: & Good
E‘:j Logical Yolume 1 .
llLogicaI Drives . Index: A0
. W Logical Drive 1 ] | ID: 561C2C58
=8 parttions . RAID Level: RAID 6
B Fartition 1 B | o
g Dtive s Stripe Size: 128KE
- Channels
3 Data Hosts u Front Yiew

"'@Schedules RAID

B e TargetiFC 8G)

Rebuild f Redenerate / RAID Migration
Rebuild the logical drive or check its integrity and
regenerate the parity data.

Add drives to this logical drive to expand its capacity.

E Add Diskf Expand Logical Drive

Restart Logical Drive
Restart the logical drive if it iz offline or has been
locked.

“ieww the power saving status and configure the
seftings.
Media Scan
Scan the logical drive to check the status of each data
hlock.

" Configure Lodical Drive Paower Saving
Edit the configurations of this logical drive

This chapter describes how to view and change parameters of a logical drive (for EonStor DS
subsystems) or pool element (for ESVA subsystems), configure power saving setting, and add a
logical drive or pool element to a remote hardware device. If a logical drive or pool element has been
offline or locked, you may restart it manually.
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From Physical Drive to Logical Drive (or Pool Element) to Logical Volume (or
Pool)

The diagram shows the hierarchy from physical drives to the host computer.

DS Series
S = o Servers
1478 2078 31578
10113 LUND 10412 LLING LUNs
D2 LN

PO| P1

Partitions

L Legical Volume

" P [ 7 Logical Drives

» A collection of physical drives creates a logical drive (for EonStor DS
subsystems) or pool element (for ESVA subsystems).

» A collection of logical drives or pool elements creates a logical volume (for
EonStor DS subsystems) or pool (for ESVA subsystems).

» Alogical volume or pool can be separated into partitions (for EonStor DS
subsystems) or virtual volumes (for ESVA subsystems).

» Each partition or virtual volume is assigned with a LUN (logical unit number)
from the host computer.
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Viewing the Logical Drive Status

The status of each logical drive is summarized in the Logical Drive Information
page, where you can quickly grasp the element configuration and locations of
member hard disk drives.

Go To

EonStor DS subsystems: SANWatch Home > Device sidebar > Device List >
device name > Logical Volumes > LV name > Logical Drives

ESVA subsystems: SANWatch Home > Pool sidebar > Pool List > pool name >
Pool Elements

2 Devie L R —

Default Group

: p— _

El fes Chris_ESDS 5| Pool List
&£} Logical Volumes 'l Pool 1
-} Logical Volume 1 =B Pool2

B l]Luqncal Drives E‘El Pool Elements

.]Lugical Drrive 2 ﬂ Pool Element 2
'_]Logical Drive 2 ﬂ\finual volurmes
i B Partitions or ~fE schedules

Viewing the Logical
Drive or Pool
Element
Information

The logical drive or pool element status will be summarized in the Status corner.
Logical Drive Status

e Legical Drive Information

Logical Drive 1 size: 272.95 GB Status: & Good
:. Index: Al
| ID; 56102058
- RAID Level: RAID 6
. | Stripe Size: 128KB

258 Front Yiew

RAID

Logical Drive or Pool Element Configurations

The basic system configurations and overall system status will be listed in the
Logical Drive Information corner. You can see the size (capacity), logical drive
or element ID, RAID level, and the controller module location.
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Logical Drive Status

6 Logical Drive Information

Logical Drive 1  size: 272.56 GB
j Index: A
B | ID: 561C2C58
- RAID Level: RAID 6
L Stripe Size: 128KB

Status: & Good

Hard Drive Locations

The front view corner shows the hard drive configurations of the device the
logical drive or pool element belongs to.

Green status LED shows that the hard drive is online.

The location of logical drive or pool element is highlighted in different colors.
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Adding Disk Drives to a Logical Drive (EonStor DS subsystems only)

Add more member drives or spare drive(s) to expand the size of the logical
drive.

Before you attempt to expand a logical drive, make sure there are available
(unused) disk drives inserted to the enclosure.
Warning: It is HIGHLY RECOMMENDED that you assign a SPARE DRIVE!

Without a spare drive, there is an increased risk of data loss!

Go To

SANWatch Home > Device sidebar > Device List > device name > Logical
Volumes > LV name > Logical Drives > Tasks corner

[&L Device List Default Group
= fa Chris_ESDS
&l Logical Volumes
-} Logical Volume 1
&-§) Logical Drives
B Logical Drive 2
Bl Logical Drive 2

= Partiions TGl Tasks

Steps

Click Add Disk in the Tasks corner.

E Add Disk  Expand Logical Drive

Add drives to this logical drive to expand its capacity.

Check the drive you want to add from the list.

Add Disk ®
Select a drive and add it to the Iogical drive as a memhber driv—
[~ Slot Size =
Il 136.48 GH
r7 136.48 GH
s 136.48 GH
m 418.93 G

Select if you want to add it as a spare drive or as part of the logical drive.

[ Add Member Drive ] [ Add Local Spare Drive ]

If alocal spare drive has been added

The spare drive will be marked in the front view.

298




Working with Logical Drives or Pool Elements

If member drives have been added

Depending on the RAID level of the logical drive, you may need to add more
than one drive at a time.

The drive will be added and the progress will appear in the Status corner.

Status: /A Good, Adding Disk
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Expanding the Size of a Logical Drive (EonStor DS subsystems only)

Expand a logical drive by adding unused area in the disk drives.

When All Disk
Capacity Has Been
Used

You cannot expand a logical drive if all disk drive capacity has been used up for
the logical drive. In that case, there are two options:

» You may add more disk drives.

» You may copy and replace member disk drives with larger capacity drives,
and then use the additional capacity to expand the logical drive following
steps in this section.

You must replace all member drives.

Go To EonStor DS subsystems: SANWatch Home > Device sidebar > Device List >
device name > Logical Volumes > LV name > Logical Drives > Tasks corner
e Device List Default Group
=l Chris_ESDS
==} Logical Volumes
-} Logical Volume 1
&l Logical Drives
Bl Logical Drive 2
Bl Logical Drive 2
& & Partitions > RELLER
Steps Click Expand Logical Drive in the Tasks corner.

' Add Disk f Expand Lodical Drive
- Acdd drives to this logical drive to expand its capacity.

The Expansion screen will appear.

Expand Logical Drive

Expand the capacity of the lagical drive.

Maximum Expansion Size: 69579 MB
Expand: On-Line ;l

[ Expand ][ Cancel

Select the initialization mode and click Expand.

Expand Size  The available size is automatically calculated by (Total
capacity) — (Current logical drive capacity).

Execute Specifies whether accessing the logical drive is available
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Expand during initialization (On-Line) or not available (Off-Line). Note

(Initialization) that in On-Line initialization, read/write performance to the
logical drive will decrease because of the background
initialization process.
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Configuring Logical Drives or Pool Elements

Go To EonStor DS subsystems: SANWatch Home > Device sidebar > Device List >
device name > Logical Volumes > LV name > Logical Drives > LD name > Tasks
corner
ESVA subsystems: SANWatch Home > Pool sidebar > Pool List > pool name >
Pool Elements > PE name > Tasks corner

E_
i ool List
&L Device List Default Group BB Pool
& ESDS 3016R(FC 8G) E"IE’" PEEl 2
'EjLugicalVolumes :'|PO0IEIements
E‘E_E Logical ¥olume 1 : U Pool Element 1
E‘"'_]LugicalDrives : Virtual volumes
ElLogical Drive 1 or ~[E schedules > BELLEE
Configuring Click Configure Logical Drive (for EonStor DS subsystems) or Configure Pool
Properties Element (for ESVA subsystems) in the Tasks corner.

Ediit the: configurations of this logical drive.

\ Confiqure Lagical Drive
| — X

Change the parameters in the screen.
Configure the parameters of this logical drive.

Laogical Drive Mame: |Logica| Drive 1 |

Write Policy: | Default M |

LD Assignment: SlotA

SED Security | Disabled M |

SetLD A-Key Absent: [ create | [ Modify |

Logical Drive Name or Specifies the name for this logical drive.
Pool Element Name

(EonStor DS

subsystems only)

Write Policy (EonStor
DS subsystems only)

Changes the write policy: Write-back (default) or
Write-through. For detailed descriptions, see below.

LD Assignment
(EonStor DS
subsystems only)

The option cannot be modified because LD and its
LV should be managed by the same controller. To
change the LV's controller, select it in the Device
sidebar, and click Configure Logical Volume in the
Tasks corner.

SED Security (EonStor
DS subsystems only)

Enhances data security with SED for all logical
drives on your subsystem. Once enabled, all LDs
will be SED-protected, therefore this mechanism is

302



Working with Logical Drives or Pool Elements

called "global key."

Before enabling this option, first create a SED
authentication key at SANWatch Home > Device
sidebar > Device List > device name > Tasks corner
> System Settings > Drive-Side tab.

Set LD A-Key (EonStor Creating a global key (at SANWatch Home >
DS subsystems only) Device sidebar > Device List > device name >
Tasks corner > System Settings > Drive-Side
tab > SED Authentication Key) will disable and
hide this option here.

Enhances data security with SED using a "local
key" for this logical drive. SED security will be
enabled whenever a "local key" is created and
imported. SED security using local keys will
become ineffective after system reboots; Enabling it
requires you to import the key file or password
every time the subsystem reboots.

Write Back vs. » When “Write-back” is “Enabled,” the write requests from the host will be held

Write Through in cache memory and distributed to disk drives later. Write-back caching can
dramatically improve write performance by caching the unfinished writes in
memory and letting them be committed to drives in a more efficient manner.
In the event of power failure, a battery backup module can hold cached data
for days (usually 72 hours).

» When “Write-back” is “Disabled” (i.e., the Write-through is adopted,) host
writes will be directly distributed to individual disk drives. The Write-through
mode is safer if your controller is not configured in a redundant pair and
there is no battery backup or UPS device to protect cached data.

Configuring Power  Click Power Saving in the Tasks corner.

Savings * Power Saving

Wiewy the power saving status and configure the settings.

—_—

The power saving screen will appear.

Selectthe power saving policy of this logical drive.

Lewel 1: Digabled

AN

then Level 2: Disabled

Power Saving Level
Select the Drive-Side tab and configure the power saving mode.

Three options are available: Disabled, Level 1 only, and Level 1 then Level 2.
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Waiting Period

You may also configure the waiting period for switching to the power saving
mode.

» Level 1: 1 to 60 minutes without I/O requests
» Level 2: 1 to 60 minutes of Level 1 state

If you want to configure the power saving levels for the entire device, go to
SANWatch Home > Device sidebar > Device List > device name > Tasks
corner > System Settings > Drive-Side tab > Power Saving

Level Power Saving Recovery ATA SCSI
1 15-20% 1sec Idle Idle
2 80% 30to 40 sec Standby Stop

Regenerating
Parities

Parity regeneration applies to RAID level 1 or above and checks if data
inconsistency or error has occurred with data parity.

Click Regenerate in the Tasks corner.

5 £ooid) Regenerate f RAID Migration
Rehuild the logical drive or check its integrity and regenerate the parity data.

The parity data will be regenerated.
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Scanning Logical Drives or Pool Elements

Go To EonStor DS subsystems: SANWatch Home > Device sidebar > Device List >
device name > Logical Volumes > LV name > Logical Drives > LD name > Tasks
corner
ESVA subsystems: SANWatch Home > Pool sidebar > Pool List > pool name >
Pool Elements > PE name > Tasks corner

=
|78 Pool List
&L Device List Default Group =B Poolt
=B Pool 2
'?‘"PJPDDI Elements
& { Logical ¥olume 1 : __ijELPD:JLE:ETHBm 1
E“J Lagical Drives InMual ¥olumes

. [Logical Drive 1 or ~[E] schedules EQl Tasks |

& ESDS 3016R(FC BG)
£ Logical volumes

Steps Click Media Scan in the Tasks corner.
P Media Scan
Scan the logical drive to check the status of each data block.

The scan configuration window will appear.

Selectthe priority and the mode of media scan far logical drives.

Priority: | Mormal ;I
Mode: | Single Ll
Parameters Priority The higher the priority, the faster the scanning but the

system performance will decrease.

Mode Scans once (Execution Once) or continuously.
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Migrating Logical Drive between RAID 5 and RAID 6 (EonStor DS subsystems

only)
Migration allows you to change the RAID level of a logical drive to another. You
may need to add or delete member drives due to the minimum required number
of drives for a RAID level.
Migrating works only for logical drives with RAID 5 or RAID 6 level.
You cannot migrate a logical drive if it is already part of a logical volume.
In order to migrate from RAID 5 to RAID 6, you need at least one available
drive.
Go To SANWatch Home > Device sidebar > Device List > device name > Logical
Volumes > LV name > Logical Drives > LD name > Tasks corner
e Dervice List Diefautt Group
& ESDS 3016R(FC 86G)
: E__ELugicaIVDIumes
=& Logical volume 1
E‘!_] Logical Drives
¢ HLogical Drive 1 > HBESLSE
Steps Click on RAID Migration

%) Eebuid) Reenerate f RAID Migration
Rehuild the logical drive or check itz integrity and regenerate the parity data.

Current RAID level will show.
RAID Migration

Change the RAID level configuration of the selected logical drive through RAID
migration.

Current RAID Level: RAID B
Change to Level: RAID 5

The last used drive will be removed fram the RAID group:

Slot Size
Slot 5 418.93 GB
Slot 2 136.48 GB
Slot 3 136.48 GB
Slot 4 136.48 GB
Slot 6 136.48 GB
Slot ¥ 136.48 GB

4. Click on the Migrate button.

Migrate

5. Click on Data Reload to refresh drive statuses
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@ Data Reload
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Rebuilding a Logical Drive or Pool Element

The Rebuild menu is available only when a logical drive or pool element is in
a Degraded state due to drive failure(s).

Go To EonStor DS subsystems: SANWatch Home > Device sidebar > Device List >
device name > Logical Volumes > LV name > Logical Drives > LD name > Tasks
corner
ESVA subsystems: SANWatch Home > Pool sidebar > Pool List > pool name >
Pool Elements > PE name > Tasks corner

=
55 Pool List
EDevice List Default Graup b Pool1
& ESDS 3016R(FC 8G) E"IE’" PEElZ
E--E_E Logical Volumes |Poal Elements
=-E | Lagical valume 1 _ ‘D—| SlIE ] e
B[l Logical Drives Elvirtual volumes
- ~Wiogical brive 1 or | ~Eschedutes ey Tasks |
Steps Click Rebuild in the Tasks corner.

B Renin) Regenerate f RAID hiigration
Rebuild the logical drive or check it integrity and regenerate the parity data.

Select the logical drive or pool element that is in a degraded state and click
Rebuild.

If the logical drive or pool element does not go back to healthy state after
rebuilding, remove it and create a new one.

308



Working with Logical Drives or Pool Elements

Restarting a Logical Drive or Pool Element

If you need to shut down a logical drive before moving it (all member drives) into
another enclosure, or if a pool element has gone offline or has been locked, you

might need to restart it.

Go To EonStor DS subsystems: SANWatch Home > Device sidebar > Device List >
device name > Logical Volumes > LV name > Logical Drives > LD name > Tasks
corner
ESVA subsystems: SANWatch Home > Pool sidebar > Pool List > pool name >
Pool Elements > PE name > Tasks corner

="
) Pool List
& Device List Default Group B Poolt
= ko ESDS 3016RIFC 86) E"g_ PTU' 2
- &l Logical valumes ‘?_Polol Sl
= £ Logical volume 1 o P— Pool Element 1
B @ Logical Drives Elvirtual volumes
. BLogical Drive 1 or & schedules N Tasks |
Steps Click Restart Logical Drive or Restart Pool Element in the Tasks corner.

Restart Logical Drive
Restart the logical drive if it iz offline or has been locked.
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Configuring Remote Pool Element (ESVA subsystems only)

You may assign a pool element to another hardware device so that the remote
device can extend its capacity and use the pool element as part of its own pool.

Note

To use this feature, the hardware device must be connected and online.

Step 1: Obtaining
the Device ID and
Channel IP
Address

In the Device sidebar of SANWatch, click the target device to which the pool will
be assigned remotely.

&L Device List

"h Master
Bl Stave

i Drives
T, Channels

""" 5] Data Hosts

Click System Information in the Tasks corner.

m Information
“iewy the total System Information and applicable License Informsation.

Select the Configuration List tab and go to Controller Setting(s) > RAID Unique
Identifier.

=-Controller Setiing(s)
~Cantraller Mame: Slave

~Logo: ESYA F75-2830
“yendar: IFT

~Model: ESYA F75-2830

| Raid Unigue Identifier: 894860(DATEC) |
~Titme Zone: +00:00

~DatelTime: 2013-04-12 16:48

~Access Mode: In Band

Copy the first half of the Identifier (for example, 894860).

Go to the Communication > LAN > IP Address and copy the IP address.
= communication

Fzom 1

HoH: 4

HCH: 5

L an: o

MAC Address: 00D0230DA7EC
1P Assign Mode: Static

IP Address: 10.0.0.18 |
~Subnet Mask 255.255.255.0
~Default Gatewsay: Mot Set
IPY6 Assign Mode: Disabled
IPYE Address:

~Bubnet prefis length:

~Default Gateway:

&
&

Step 2:
Configuring
Remote Pool

Go to SANWatch Home > Sidebar, locate the pool element you want.
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Element ™ TFcor—

[ Pool List

2B pool 1

=B Pool 2

E"_[ Fool Elerments
E[ ool Eleme
: I_]vmual\-folumes
~EEl sehedules

Click Remote Element in the Tasks corner.

Bemote Element
| Configure the parameters of thiz poal elements manually if it has been assigned to the pool
remotely.

The Remote Element window will appear.

Remote Element ®

Configure the parameters of the pool element which is not located in the pool's master subsystem.%_

Device ID for Element Assignment || |

Data Service Channel IP Address Add IP Address

Current Device ID 13450

[ Unassign ] [ Cancel

Enter the remote device ID and add the IP address you just copied.

Device ID for Elernent Assignment |894860 |

Cata Service Channel IP Address 100018 [ add IP Address

[ Delete IP Address

Current Device 1D 218450
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Working with the Partitions or
Virtual Volumes View

System Seftings Language  About & Replication Manager e Help (©) Data Reload
[E Device List ame « ‘ @Thin Prov = ‘ Map ~ ‘ Data Protection + ‘ Capaci
Default Group El-l Cmap N 0 pacity
= DS 3024 . Frae: 0 MB Total: 10 GB
E-E} Logical Volumes H Pariton1 ~ No Yes Snapshots: 0 -
B Logical voiume 1 : Usage:
E Ej Logical Volume 2
&[] Logical Drives
- Partitions
--#ll 58D cache pool
g Drives.
% Channels
-5 Data Hosts
-E schedules
Create Partiion Delete Partition
Add a new pariition using available space to a logical Remove an existing partition
volume '

This chapter describes the overall parameters of partitions (for EonStor DS subsystems) or virtual
volumes (for ESVA subsystems) included in a logical volume (for EonStor DS subsystems) or pool (for

ESVA subsystems).
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General Rules

Maximum Number

The maximum number of partitions or virtual volumes are:

» Per RAID: 80
» PerJBOD: 40

Note on
Over-Provisioning

Over-provisioning is a situation that may occur inside a thin-provisioned
storage system. It means that the available physical capacity is actually LESS
than the logical capacity allocated for applications. Over-provisioning has the
advantage of maximizing capacity utilization, but also has the risk of I/O failure
when the actual usage reaches the physical limitation, which might crash the
application or even the host.

Over-provisioning is allowed but not recommended. If there is any possibility
for allocating or wasting out all the spaces (over-provisioning), a warning
message will be generated but you may still be able to create partitions (for
EonStor DS subsystems) or virtual volumes (for ESVA subsystems).
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Viewing the List of Partitions or Virtual Volumes

All partition or virtual volume information can be accessed from the sidebar in
the user interface.

Go To EonStor DS subsystems: SANWatch Home > Device sidebar > Device List >
device name > Logical Volumes > LV name > Partitions
ESVA subsystems: SANWatch Home > Pool sidebar > Pool List > pool name >
Virtual Volumes
EDEWCE List Default Group p— -
=8 |7 Pool List
E‘ ESDS 20MBRFC 8G) -8
: 'EjLugicaI\-‘olumes b ool
Ej Logical ¥alume 1 El} Fool 2
E‘J Lagical Drives ID_[ FPool Elements
Bl Logical Drive 1 = virtual Volumes
=8 partitions - Elvirual volurne 1
- Pantition 1 or B schedules
Steps When you click the Partitions or Virtual Volumes tab in the left sidebar, the list of

partitions or VVs and their parameters recognized by the system will appear.

clName - | @Thin Prov = | [@map ~ ‘ [ )pata Protection ~ ‘ QCapacityv

. Free:10 GB Total: 10 GB
!'1 Eartition 1 Yes Ma Shapshots: 0
B Usage: | 0%

Clicking the name of each partition or virtual volume will lead to detailed
configuration page for the volume.

El Name ~
¥ | Partion 1

The Thin Prov tab (EonStor DS subsystems only) show whether thin
provisioning was enabled on this partition.

| @Thin Prov « ‘

Mo

The LUN Mapping tab shows whether this partition or virtual volume has been
mapped to the host.

 map~ |

Mo

The Data Protection corner shows the number of snapshot images taken for this
partition or virtual volume.
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‘ @Data Protection

Snapshots: 0

The capacity corner shows the total and available (free) capacity allocated for
this partition or virtual volume.

&Capacit}rv

Free:10 GB Total: 10 GB

Usage: | 0% |

To refresh the status (in case you want to make sure the status has been
updated), click the Data Reload menu at the top bar.

Iﬁ' Replication Manager @ Help @ Data Reload

Note

If the Help screen does not appear, you might need to enable pop-up windows
from the browser’s configuration options.
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Creating a Partition or Virtual Volume

Note

The maximum size of a single partition or virtual volume is 256TB (before
firmware version 3.88) and 512TB (after firmware version 3.88). Make sure that
the size of the logical volume or pool is in line (you cannot make the size of the
partition or virtual volume larger than the size of the logical volume or pool). For
the latest status, checking with technical support is recommended.

Go To

EonStor DS subsystems: SANWatch Home > Device sidebar > Device List >
device name > Logical Volumes > LV name > Partitions > Tasks corner

ESVA subsystems: SANWatch Home > Pool sidebar > Pool List > pool name >
Virtual Volumes > Tasks corner

s — oF
EDBWCE List Defautt Group —
= =% Pool List
& ESDS 3016R(FC 86) l’
;_iLogicaIVolumes Pool 1
=& Logical valurme 1 E"_PDDIQ
%‘"‘:JijgicalDriVES EI I'JIPDDIEIementS
- Bl Logical Drive 1 T i Virtual Volumes
B partitions - Elvirtual volurne 1
E Partition 1 or “EE] Schedules > m

Steps

Click Create Partition (for EonStor DS subsystems) or Create Virtual Volume
(for ESVA subsystems) in the Tasks corner.

Create Partition
Add g newy partition uzing available space to a logical valume.,

The configuration window will appear.

Configure the pararneters of the partition.

Parition Mame: |F'ar1i1inn 1 |

Size: |20 |

[T Initialize Partition After Creation

¥ Enahle Thin-Provisioning

Minimum Reserved Space

7.20 |cB =l[3 P

[~ Map Partition to Host

Enter the name of the partition or virtual volume.

Partition Mame: Partition 1

Enter the size and select the unit.

Size: |2D |IE

The size of a partition or virtual volume must be the multiples of 2MB.

Enable Initialization or Thin-Provisioning (mutually exclusive).

[¥ Initialize Partition After Creation

¥ Enahle Thin-Provisioning

316



Working with the Partitions or Virtual Volumes View

For more detailed description on thin provisioning, refer to the next section.

Set the minimum reserved amount.

Minimum Reserved Space

7.20 GE ||

You may map the partition or virtual volume to the host here or do it later.

[~ Map Partition to Host

For details of mapping, refer to the instructions that follow.

Click Next. If you are creating a partition or VV on a tiered logical volume or

pool, decide the residing tier and ratio.

Tier Ratio Setting

Configure tiering parameters for the partition including the residing tier and ratio.

Volume Size: 20 GB

i.Reside . Tier - Size | Used Reside Size
| ¥ I 0 . 109 TB 16 MB ‘ 10 GB
il 1 | 1.09TB ‘ 48 MB 10 GB
Click Next. The summary will appeatr.
Partition
Marme: Fartition 1
Size: 20GB
Winimum Reserved Space; T.19 GB
Initialize Yolume After Creation: Ma
Logical Yolume
Mame: Logical Wolume 1
Size: 27286 GB
Ayailable: 2601 GB
Host Mapping
hlap: R[]
The partition or virtual volume will appear in the list.
Size Specifies the size and unit of the patrtition or virtual

volume. If Thin Provisioning is enabled, the total size
of partitions or virtual volumes can exceed the size of

the logical volume or pool.

10GB.

The minimum size of a partition or virtual volume is

Initialize Partition (or  When this option is enabled, the partition or VV's LBA

Virtual Volume) After  addresses will be allocated consequentially for large

Creation and/or sequential I/Os. This is ideal for audio/video
application such as media post-editing and video

on-demand.

317



n = SANWatch Web-Based Interface

Thin Provisioning

Enables thin provisioning. Move the slide bar to set
the percentage of the patrtition or VV capacity that will
be physically allocated as a safe reserve. If the
reserve reaches 100%, the partition or VV becomes
fully-provisioned (all space is allocated from the virtual
pool). For more information, refer to the next sections.

Map Partition (or
Virtual Volume) to
Host

Maps the partition or virtual volume to all host ports. If
you want to select the host port, you may map it
manually later. For more information, refer to the next
sections.
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About Thin Provisioning

Thin provisioning allows you to allocate a large amount of virtual capacity for a
logical volume or pool regardless of the physical capacity actually available.
Actual space is used only when data writes occur. By automatically allocating
system capacity to applications as needed, thin provisioning technology can
significantly increase storage utilization. Thin provisioning also greatly simplifies
capacity planning and management tasks. For more information, see the
Infortrend website.

Dynamically allocating capacity affects the overall performance. If
performance is the top priority (such as in AV applications), we recommend

you to disable thin provisioning (= use full provisioning).

Thin Provisioning
Settings

Thin provisioning is configured during partition or VV creation in a logical volume
or pool.

In the creation screen, thin provisioning options will appear in the lower half.
[T Initialize Partition After Creation
[~ Enahle Thin-Frovisioning

tinimurm Resetved Space

0 GE |=f[1o0 |

After the new partition or virtual volume has been created, create one or more
notification thresholds to make sure that the administrator receives
warning/critical messages before all of the logical volume or pool space will be
used, and to give him or her ample time for expanding the size of the logical
volume or pool.

We recommend you to create multiple thresholds to stay on the safe side.
(Example: natification for 70%, warning for 90%, critical for 95%, critical and

purge snapshot images for 99%)

Case 1: Full
Provisioning (Thin
Provisioning
Disabled)

If you uncheck “Enable Thin-provisioning,” thin provisioning will be disabled and
all of the configured logical volume or pool size (in the below diagram'’s case,
14GB) will be taken from the capacity actually available. The partition or VV will
be created as a continuous physical space reserved only for the target
application, and then will be initialized if the “Initialize Partition (or Virtual Volume)
After Creation” box is checked (you may uncheck this option if you prefer).

Size: Z0 B j

W Initialize Partition After Creation

[~ Enable Thin-Frovisioning

Minirmum Reserved Space

20 GE |10 |

Full provisioning is suitable for mission-critical applications with large amount of
uninterrupted data, such as audio/video streams. Dynamically allocating space
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and expanding usable area slows the 1/O performance down, therefore allocating
a large physical capacity from the beginning optimizes the performance.

Case 2: Thin
Provisioning

To enable thin provisioning, check the “Enable Thin-Provisioning” box and select
the Minimum Reserved space using the slider.

When the application uses up the minimum reserved area, additional space will
be taken from the rest of the logical volume or pool space and will be added to
the partition or VV dynamically.

In this example, the actual logical volume size is 10GB but the partition is set at
20GB, larger than the available size. This is fine as long as the minimum
reserved space (the actual physically allocated space) is smaller than the logical
volume size: 7.20GB in this case.

Size: 20 GB j

¥ Initialize Partition After Creation

¥ Enable Thin-Provisioning

Winimum Reserved Space

7.20 GB ~l|a& |

The reserved space cannot exceed the actual available capacity.
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Provisioning and Reserved Space

Here are the three patterns of provisioning/initialization combinations.

Options

Initialize Partition (or Virtual Volume) After Creation: Initializes the partition or
virtual volume content. This option becomes available only when Thin
Provision is disabled ( = Full Provision is enabled), because a partition or
virtual volume must have its full capacity in physical storage space to be
initialized.

Enable Thin-Provisioning: When checked, thin-provisioning (physical
partition or virtual volume capacity will be provided as required) will be
enabled. When unchecked, full-provisioning (all of the partition or virtual
volume capacity will be provided physically).

Minimal reserve: The minimal physical capacity that will always be allocated
to the partition or virtual volume. If the minimal reserve is set at 0%, the
partition or VV does not have any real capacity allocated by default. If the
minimal reserve is set at 100%, the real capacity of the partition or VV
always matches the theoretical maximum ( = becomes the same as full
provisioning).

Full Provisioning
with Initialization

> Initialization + 100% minimal reserve

Size: 20 GB j
W Initialize Wirtual Valurme After Creation
[~ Enahle Thin-Frovisioning
Minimum Reserved Space
20 GB 2[00 |

[~ Map Yirtual Yolume to Host

This configuration can reside in only one storage tier.

Full Provisioning
without
Initialization

» Thin provisioning + 100% minimal reserve

Size: 20 GB j
[T Initialize Yirtual Wolurne After Creation
[~ Enahle Thin-Provisioning
Minimum Reserved Space
20 cB =100 [

[~ MapWirtual Yolume to Host

This configuration is not allowed in multi-tiered LVs or pools.

Thin Provisioning
with Minimal
Reserve Space

» Thin provisioning + 1-99% minimal reserve
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Size: |2[| |

[T Initialize Yirtual Yolurme After Creation

¥ Enable Thin-Provisioning

Minirmurn Resered Space

9.60 o8B =l[48 |w

™ Map Vitual Volume to Host

This configuration is not allowed in multi-tiered LVs or pools.

Thin-Provisioning » Thin provisioning + 0% minimal reserve

without Minimal Size: 20 B =

Reserve Space [T Initialize virual Wolure After Creation

¥ Enable Thin-Provisioning

Minimum Resered Space

0.00 6B =0

™ Map Vitual Volume to Host
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Mapping/Unmapping Partitions or Virtual Volumes to Host

Host LUN mapping is also a part of creating partitions (for EonStor DS
subsystems) or virtual volumes (for ESVA subsystems).

Mapping Host LUN  The Host Mapping Configuration Window

The diagram below shows the prompt for Fibre-channel models. For hybrid
(Fibre and iSCSI) host models, you need to configure both settings.
(Example: Hybrid models)

# Create a host LUN mapping set automatically.

® Fibre 8 Gbps ISCSI1 1.0 Gbps

Customize the host LUN mapping configurations.

Fibre 8 Gbps ISCSI 1.0 Gbps
—SlotA

Channel 0 Channel 1 Channel 2 Channel 3
—SlotB

Channel 0 Channel 1 Channel 2 Channel 3

Customize the LUN Number: | v |

Use Extended Host LUN Functionality:

Host ID/dlias | v |
HostID Mask \FFFFFFFFFFFFFFFF |
Filter Type | Include v |
Access Mode | ReadMWrite ¥ |

[ configure Host ID/WWN Alias |

Automatic Configuration

If you let the system create LUN mapping automatically, check it. For hybrid
models, you need to select the host type.

® Create a host LUN mapping set automatically,

® Fibre 8 Gbps iSCSI 1.0 Gbps

Manual Configuration

If you manually configure the LUN mapping, check the Customize option and
select the Channels.
® Customize the host LUN mapping configurations.
® Fibre 8 Gbps iSCSI 1.0 Gbps

—SlotA
#| Channel0 | Channel1 [« Channel2 |« Channel 3

—SlotB
# Channel0 [» Channel1 [« Channel2 [« Channel3

Select the LUN number from the drop-down list.
¥ Custornize the LUN Mumber: | 1 Ll
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Click OK. The list of Host LUN Mapping configurations will appear in the
window.

Host LUN Mapping

Map the vintual volurme to the host and configure existing LU mapping sets. -

[TCH « Target - LUN - Host ID Alias Priority + Access Mode «

rao M2 0

ro 13 0

1 112 0

1 113 0

2z 112 0

rz 13 0

a3 112 0

s M3 0

Create | [ Delete ] \ Cancel
Using Extended Extended LUN Mapping is available only for manual configuration.
LUN Mapping (Fibre
Channel) Click Use Extended LUN Functionality and enter or select the parameters.
¥ Use Extended Host LUIN Functionality:

Host IDiAlias 2101001 B3243631C(Alias) |

Host D Mask FFFFFFFFFFFFFFFF

Filter Type Include i

Access Mode Read/WWite j

Priarity Marmal ﬂ

» Host ID/Alias: Specifies the host ID, referring to WWPN port name. You can
also see OUI (Organizationally Unique Identifier) of a system: “00:D0:23”
oui. Note: Avoid checking the OUI while mapping host LUN.

» Host ID Mask: Works as a prefix mask in hexadecimal format.

> Filter Type: Specifies whether to allow (include) WWNSs or to forbid (exclude)
them from accessing after filtering.

» Access Mode: Specifies the access right of LUN mapping for the host:
read-only or read-write.

> Priority: Specifies access priority. For example, high priority can be assigned
to volumes serving applications and lower priority to volumes storing
archives or user data.

Configure Host-ID/WWN List (enabled only when Extended Host LUN
Functionality has been enabled.)
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Host IDAWWN %
Edit Host ID/Alias ‘ -
| Atias | Group | Host 1D /v | controlter
HOSTPC 2101001B32A9631C
\_ Add I Edit ” Delete “ Assign Group ” Unassign Group || Close |

In the Edit Host-ID/WWN list window, click Add to create an entry and enter the
node name (WWN Name) for identifying HBA ports in SAN. An HBA card may
have one node name and multiple port names. The node name can be a
nickname such as “SQLserver_port” instead of the real name.

AddfEdit Host IDVAlias

HostIDiAlias 210100183249631C »| [ add

Alias:

o [ e )

Click OK. Repeat the above process to create more LUN mappings especially if
you have multiple HBA ports accessing the same virtual volume (e.g., in
high-availability application).

Assigning a WWN to a Group

A WWN group allows multiple hosts to be accessed in a single mask, which
becomes useful in a clustered storage server environment.

To create a group and assign a WWN to it, highlight a WWN (yellow).

Alias Group Host ID AWM Controller

Alias 2101001832963 C SlotA

Click Assign Group and select the group from the drop-down menu.
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WA Marmels)
Host ID: 210M001B32A8631C
Group: Graup 1 j [ Add

[ oK l [ Cancel

To add a new group, click Add and enter the group name.

Mew Group |Gmup 1 |

The group name will appear in the list.

Alias Group Host ID /WAWWH Controller
Alias Group1 2101001 B32A9631 C SlotA
Alias Group1 2101001 B32A9631 C SlotA
Aliaz Group 1 210001 B32A0E31 C Slot A

To unassign a WWN from a group, click Unassign Group.
Deleting a WWN Name from the List

Highlight a WWN in the list and click Delete.

Changing the Alias name

To edit the alias name of the WWN, click Edit and enter the new name.

Add/Edit Host IDiAlIas

Configure iSCSI Initiator Alias

Host IDislias 210100183249631C
Alias: “&Iias
[ oK ] [ Cancel ]
Using Extended ‘ Extended LUN Mapping is available only for manual configuration.
LUN Mapping
(iSCSI Channel) Click Use Extended LUN Functionality and enter the parameters.
v Use Extended Host LIUM Functionality:
Alias j
Filter Type Include j
Access Mode ReadMyrite j
Priarity Marmal j
l
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> Alias: Specifies a pre-configured iSCSI initiator instance. To create a new
initiator alias, click the Configure iSCSI Initiator Alias button.

» Filter Type: Specifies whether to allow (include) initiators or to forbid
(exclude) them from accessing after filtering.

» Access Mode: Specifies the access right of LUN mapping for the host:
read-only or read-write.

» Priority: Specifies access priority. For example, high priority can be assigned
to partitions or virtual volumes serving applications and lower priority to
partitions or virtual volumes storing archives or user data.

Configuring iSCSI Initiator Alias

Click Configure iSCSI Initiator Alias.

Configure ISCSI Initiator Alias -

Alias: Group Host IQN: Username: Target Name: IP Address: Netmask:

| Add | | Edit | | Delete | | Assign Group | | unassign Group ‘ ‘ Close

Click Add to create an entry and enter the parameters.

Host1GN: M
Alias:

Username:

Passwiord:

Target Marme:

Target Password:

IP Address:

Metmask:

» Host IQN: Infortrend’s storage IQN is composed of the system serial number
and 3 more digits in the following format:
ign.2002-10.com.infortrend:raid.sSnXXXXXX. XXX
6 digits of serial number follows “sn.”

The next 3 digits are: channel number, host ID, LD ownership.

The LD ownership digit is either “1” or “2” where “1” indicates Controller A
and“2” indicates Controller B. The IQN is in accordance with how you map
your logical drive to the host ID/LUN. For example, if you map a logical drive
to host channel 0 and AID1, the last 3 digits will be 011.
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Y

Alias: Assign an easy to remember name for the iISCSI initiator.

» Username/Password: Specifies the user name and password for CHAP
authentication. This information is the same as the CHAP target node name
and CHAP secret in the OS setting. The User Password (One-way, from
initiator) has to be at least 12 bytes.

» Target Name/Password: Specifies the target name and password for CHAP
authentication. This information is the same as the CHAP initiator node
name and CHAP secret in the OS setting. The Target Password (Two-way,
outbound from storage) has to be at least 14 bytes.

» IP Address/Netmask: Specifies the IP address and subnet mask, if

necessary. Multiple initiator ports on an application server can sometimes

share the same IQN.

Click OK. Repeat the above process to create more LUN mappings especially if
you have multiple HBA ports accessing the same virtual volume (e.g., in
high-availability application).

Assigning an Initiator to a Group

A group allows multiple host LUNSs to be accessed in a single mask, which
becomes useful in a clustered storage server environment.

To create a group and assign an initiator to it, highlight an initiator (yellow).

Click Assign Group and select the group from the drop-down menu.
HostID: 2101001B32A5631C
Group: |Grnup1 LI | Add |

To add a new group, click Add and enter the group name.

Mew Group |Gmup 1 |

The group name will appear in the list.

To unassign an initiator from a group, click Unassign Group.
Deleting an Initiator Name from the List

Highlight an initiator in the list and click Delete.

Editing the Initiator

To edit the configuration of an initiator, click Edit.

Unmapping Host
LUN

Select the host LUN you want to unmap.

[TCHa Target « LUN « I
o 12 0
o 13 0
v 1 12 0
Click Delete.
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Managing LUN
Mapping on the
Host Side

Select the partition or virtual volume whose LUN mappings you want to manage,
click the Help icon at the top-right corner, and then search for " Managing LUN
Mapping on the Host Side" for detailed instruction.

Notes

» By mapping a partition or virtual volume to multiple ports on multiple HBAs,
you acquire path redundancy. To manage fault-tolerant paths to a single
volume, you should have EonPath driver installed on Windows servers,
Device Mapper on Linux, and Solaris MPXIO on Solaris platforms (Sparc
machines).

» To acquire HBA port names, you may access utility software/website from
the HBA vendor.

» In hybrid models, the iSCSI host channels are by default used for remote
replication.
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Working with Multipath

Multi-path 1/O functionality can recognize and manage redundant data paths to
an individual volume. It ensures greater reliability through the path failover

mechanism in the event of cabling component failures.

H

o
BA \ /_:: |

ign200240.comsfortrendirald anioco.012 i iqn.2002-10.com.infortrend:raid.smouxx.021

iqn.2002-10.com.infortrend.raid.snxxxx.001

iqn.2002-10.com.infortrend:raid.snxxxx.032

LAN

20 l 192.168.140.94
192.168.140.91 | |192.168.140.93) [1—92.168.140.95 192.168.140.97

192.168.140.92 192.168.140.96)

[TEY LM

g J0jj010u0)

v Jojjouo)

Before and After
enabling MPIO on
Windows server

“@Disk 1
Unknown
100.00 GB 100.00 GB
Mot Initialized Unallocated
“@lDisk 2 I
Unknown
100.00 GB 100.00 GB
Mot Initialized Unallocated
“alDisk 3 I
Unknown
100.00 GB 100.00 GB
Mot Initialized Unallocated
B Unallocated Bl Primary partition B
efore
~
CaDisk 0 I
Basic System Reserved ©
465.76 GB 350 MB NTFS 465.42 GB NTFS
Online Healthy (System, Active, Pr || Healthy (Boot, Page File, Crash Dump, Primary Partition)
“@Disk 1 I =
Unknown
100.00 GB 100.00 GB
Not Initialized Unallocated
ico-rRoMo
DVD (D)
No Media
v
B Unsllocsted Bl Primary parttion After

For Linux OS

On Linux/Unix platforms, it is recommended using the native MPIO driver. For

detailed configurations, refer to the application note.
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Enabling Linux Device Mapper Multipath on EonStor®

Enabling the MPIO 1 gerver Manager & Manage - Add Roles and Features
on Windows server

2012 R2

Dashboard

B Local Server

& Al Servers

W§ Fibe and Storage Services b
B Hyperv

B wos

Server Manage: Propartes
s Heve

ry DHCP, IPvh enabled

2. Click Next until the Features step and check the Multipath I/0. We have

already installed the features so it shows (installed).

= Add Roles and Features Wizard IL‘E-

DESTINATION SERVER

Select features P

Before You Begin Select one or more features to install on the selected server.

Installation Type Features Description
Server Selection L1 broup Policy Management ~ Multipath I/0, along with the
Server Roles ] 1S Hostable Web Care Microsoft Device Specific Module

{DSM) or a third-party DSM,
provides support for using multiple
[ Internet Printing Client data paths to a storage device on

[ 1P Address Management (IPAM) Server Windows.
[] iSNS Server service

[] LPR Port Monitar

O Management OData IS Extension

[] Media Foundation

[[] Message Queuing

o

[ Metwork Load Balancing

[] Peer Name Resclution Protocol

[ Quality Windows Audio Video Experience

[71 RAS Connection Manager Administration Kit (CMZ
< | [ | >

[ Ink and Handwriting Services

-

< Previous Next > Install Cancel

3. Server Manager - Tools - MPIO
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Camparent Servces
i PROPERTIES Computer Management
Fae PRE Defragmient and Optimize Deives

 Dashboard

Event Viewer

Hyper-V Mamager

BLS) Initiator

Leal Security Policy

MPID

s ODBC Data Sources (32-bit)
1 OOBC Data Sources (B4-bit)

Rerigrmance Maniter

IS Al Servers

B§ Fite and Storage Services b
BB Hyperv

B wos

Resurce Monitar
Security Canfiguration Wizard
Senvices
System Configuration
System Information
Task Schesduler
Windiws Deploymen Services
[=1 w 7 Windows Firewsll with Advanced Security
Winidoms Memoey Disgriossic
Windows Powershell
Windows PowerShell (B
Windows Powerhell (52
P @ @ Windews Powerhell BE (x36)
Winidoms Server Backup

4. You will find the storage device shows in the Discover Multi-Paths tab. Click
Add and reboot the server to enable MPIO.

MPIO Properties -

MPIO Devices | Discover Multi-Paths | psM Install | Configuration Snapshot

SPC-3 compliant

Device Hardware Id

IFT GS 3000 Series

Add support for ISCSI devices
Add support for SAS devices

Others

Device Hardware Id

Add

Enabling the MPIO 1 gerver Manager > Features = Add Features

on Windows server | E— EEE

2008 R2 hs G B B9
|

Ry ServerMerger (VIR VoS TG

5‘ Roles

il Features
m Diagnostics View the status of features installed on this server and add or remove features.

2}

7} Configuration

B Storage
b Windaws Server Backup ~
g} Disk Management '~ Features Summary ﬂ Features Summary Help
(=) Features: 4 of 42installed é Add Features

é Remove Features
Multipath 1/O

Remote Assistance
Remote Server Administration Tools
Role Administration Tools
Remote Desktop Services Tools
Remote Desktop Session Host Tools
Remote Desktop Gateway Tools
Remote Desktop Licensing Tools
Remote Desktop Connection Broker Tools
VWeb Server {I15) Tools
.NET Framework 3.5.1Features
.NET Framework 3.5.1

4 | _>| £V Last Refresh: Today at3:40 AM Configure refresh
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2. Check the Multipath I1/0. We have already installed the features so it shows

(installed).

Add Features Wizard x|

Ll l Select Features

Description:

Features Select one or more features to install on this server,
Confirmation Features:

Progress [E .NET Framework 3.5.1Features (Installed)
Results [ Background Inteligent Transfer Service (BITS)

[] BitLocker Drive Encryption
[[] BranchCache
|:| Connection Manager Administration Kit
[[] Desktop Experience
D DirectAccess Management Console
[] Failover Clustering
D Group Policy Management
[] tnk and Handwriting Services
[] Internet Printing Client
D Internet Storage Name Server
[] LPR Port Monitor
[] Message Queu
Multipath 1/0 led)
[] network Load Balancin:
[] Peer Name Resolution Protocol
] Quality Windows Audio Video Experience
Remote Assistance (Installed)
|| Remote Differential Compression

4

o

More about features

< Previous |

- Multipath /0, along with the
Microsoft DeviceSpecificModule
(DSM) or a third-party DSM, provides
supportforusing multiple data paths
to a storage device on Windows,

Next > | Install | Cancel

3. Click Start and type “MPIO” to launch the MPIO Properties panel.

Click on

the Discover Multi-Paths tab and check the box for “Add support for iISCSI

devices”. Click Add and reboot the system.
x|

MPIO Devices |Disccver Mulh?aﬂ’!s' DSM Install I Configuration Snap&hot'

To add support for a new device, dick Add and enter the Vendor and
Product Ids as a string of 8 characters followed by 16 characters. Multiple
Devices can be specified using semi-colon as the delimiter.

To remove support for currently MPIO'd devices, select the devices and
then dick Remove.

Devices:

Device Hardware Id :I
IFT  B125-G2240 —
IFT EB125-R1030

IFT B12sR2240

IFT DS 1000 Series

IFT D5 2000 Series

-
4| B

Add | Remove |

More about adding and removing MPIO support

o | _cow |

Installing EonPath
(Multipathing)
Driver

(only for Windows
2003 and before)

1. Download EonPath from the support site

http://support.infortrend.com/

Download - Firmware & Software
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Qlnfortrend’ EonStor DS Support

System SN

Model Name

SoftwareType

2. Execute the Setup file to install. Restart the computer when the installation

is complete.
1 EonPath 1.23.2.45 Setup |0}

Welcome to the EonPath 1.23.2. 45
Setup Wizard

This wizard will guide ywou through the installation of EonPath
1.23.2.45.

It is recommended that vou close all other applications
before starting Setup. This will make it possible to update
relewvant system files without having ko reboot wour
computer.

Click Mext to continue.

Mt = I Cancel |

3. You can configure the setting of EonPath via SANWatch.
SANWatch Home > Device sidebar > Device List > device name > Data
Hosts > Tasks corner > EonPath

For more information about EonPath see Working with Hosts.
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Deleting Partitions or Virtual Volumes

To delete a partition or virtual volume, you need to delete the following features
if they have been applied.

» Delete Snapshot images
» Delete Partition Pair or Volume Pair relationships
» Delete LUN mappings

Deleting a partition or virtual volume will also delete all of its data.

Go To EonStor DS subsystems: SANWatch Home > Device sidebar > Device List >
device name > Logical Volumes > LV name > Partitions > Tasks corner
ESVA subsystems: SANWatch Home > Pool sidebar > Pool List > pool name >
Virtual Volumes > Tasks corner

[ =S Device T R

EDevice List Default Group — -
= ESDS 3016RFC 83) - Pool List
E_E Lagical ¥olumes B pooit
=& Logical volume 1 =B Fooiz
= B Logical Drives # Bl Pool Elements
Bl Logical Drive 1 =l virtual volumes

=B partitions - Elvirtual volume 1
- Pantition 1 or ~fE schedules > HBE&LEE
Steps Click Delete Partition or Delete Virtual Volume in the Tasks corner.

Delete Patition
Remove an existing partition.

Select the partition or virtual volume and click Delete.

Delete Partition x
[~ Partition Name Status Capacity

¥ Partition 1 Mount succeeded 20GB

A warning message will appear. Click Yes to proceed.
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Volumes

System  Seftings Language  About % Replication Manager @ Help G Data Reload
Device artition Statu
[EL Device List Defauit Group| 0 Partition Information ocapacity
1 e DS 3016(SCS1 1G)
& &} Logical Volumes Partition 1 Size: 10 GB 8
! B} Logical Volume 1 : Total Capacity: 10 GB
L ID: 662A23042158A159
B Logical Drives
* ) Logical Drive 1 Status: & The volume has been mounted. Ui grrs ERET,
B-E Partitions -— Map: No
H - Available Si : 0 MB (0%)
H * [ Parttion 1 | 8 i B Available Space: (0%)
- Drives Detail P
%, Channels
| 8 Data Hosts !_{ LUN Mapping Information E Snapshot of Selected Partition
- Eschedules Channel Host ID Assignment Snapshot Image 1D Activated Time size
No Data No Data
E!—? Expand Parlition Delete Partition
sy Expand the capacity ofthis pariiion using available space in a logical volume. Remove this pariition
. Confioure Parfiion [T biost LUN Maoping
. Edit the configuration of this partition. i)  \rap this parition to the host o manage existing LUN mappings
oy
a 34 snapshot .. Advanced Settings
| Take snapshots of this partition, view the profiles of snapshot images, and run snapshot-related 408 Reclaim, Flush and Unession
operations

This chapter describes how to view status and parameters of a partition (for EonStor DS subsystems) or
virtual volume (for ESVA subsystems), expand or shrink its size, configure host LUN, take snapshot
images, and configure advanced settings such as database flush and reclaiming unused space.
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Viewing Partition or VV Status

The status of each partition or virtual volume is summarized in the Partition
Information or Virtual Volume Information page, where you can quickly grasp
the configuration, performance, storage capacity.

Go To EonStor DS subsystems: SANWatch Home > Device sidebar > Device List >
device name > Logical Volumes > LV name > Partitions > partition name
ESVA subsystems: SANWatch Home > Pool sidebar > Pool List > pool name >
Virtual Volumes > VV name
hl'i 'I o— E.“‘i‘l_
[E. Device List Default Group 5 Pool List
El ey DS S16E-R2251 "[i Poal 1
Ej Logical Volumes E‘b Pool 2
EEj Logical Volume 1 "BPDN Elernents
%] Logical Drives E‘U wirtual Volumes
&= &1 Partitions B virtual volume 1
-8 Partition 1 or ~EE Schedules
Viewing the The partition or VV status will be summarized in the Status corner.
Partition or VV ~
. . Yirtual Velume Information Capacity
Information _
Virtual Valume 1 Bize: 11 G8 Total Capacity: 11 GB
) oz 0042000322F 50324,
Status: & Mount succeeded SE sy LR O W
Map: No B Reserard Space 0 ME (%)
T Replication:  Sgurce of Volume Mirgs | B Jonwsain Spce ) O (L)
'_l LUN Mapping Infermation t_' gnapshets of Selected Virtual Velume
Channed Host i Assigriment J Snapshot Image 1D Created Time Sire
ﬂ

Partition or VV Configurations

The basic partition or virtual volume configurations and overall system status
will be listed in the Partition Information or Virtual Volume Information corner.
You can see the size (capacity), partition ID, status, mapping information, and
replication information (if you click the link, the Replication Manager will open up
to show you detailed configurations of data replication services).

0 Partition Information

Partition 1 Size: 20 GB

1D: SEBSETS017864419
t‘ Status: @ Mount succeeded
L Map: Mo
-

Replication:

Dretail Information

Click the Detail Information link below the partition or virtual volume icon to view
more parameters, such as created time and current tasks in progress and
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storage tiering status. Click Refresh to update the status.

Detail Information X
“iewr the parameters of the selected padition. _
Name: Fartition 1
1D: SEBSB7A017864A14
Created Time: Sat, Apr1912:00:05 2014
Size: 20 GB { 20480 MB )
Used: 20 GB { 20480 MB )
Progress:
Fully Initialized: e
Refresh ] [ Close
Capacity

See the amount and ratio of used (configured) capacity and the remaining
(available) capacity. You may also view the ratio of capacity used for data
service (snapshot, remote replications).

ooapaciw

Total Capacity: 11 GB

Used Space: 0 MB (0%
M Reserved Space: 0 MB (0%)

B Available Space: 11 GB (100%)

LUN Mapping Information
Shows the current LUN mapping status (if available). You can create or
configure host LUN mapping from the Tasks corner, Host LUN Mapping icon.

i_l LUN Mapping Infermation

Channel Host ID Assignment

Snapshot Information
Shows the current list of snapshot images for the partition or virtual volume. You
can create a new snapshot image from the Tasks corner, Snapshot icon.

!_'_'; Snapshot of Selected Partition

Snapshot Image ID Activated Time Size
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Expanding Partitions (EonStor DS subsystems only)

Expanding the capacity of a partition is available only when its partition or
volume has available capacity.

Go To SANWatch Home > Device sidebar > Device List > device name > Logical

Volumes > LV name > Partitions > partition name > Tasks corner

E\'_Device List

=) e DS S16E-R2251

- EME] Logical Volumes

&l &4 Logical Valume 1
=] Logical Drives
=B Partitions

- partition 1

Default Group

> Rhautl

Steps Click Expand Partition in the Tasks corner.

Q‘—? Expand Partition

.ﬁ_'f._‘l Expand the capacity of this partition using available space in a logical volume.

The expansion setting window will appear. Specify the capacity you want to

expand.
Expand Partition ®
Expand the partition using available capacity in a logical volurme. I
Current Size: 20GB
Minimum Expansion Space: 22754 GH
Canfigured Size: 10 |
[ 0K ] [ Cancel ]

Expansion will begin. When it is completed, check that the size of the partition
has increased by the specified amount.
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Reclaiming Unused Partition Space (EonStor DS subsystems only)

In thin-provisioned partitions, you cannot reuse the space of deleted data unless
you reclaim it manually. The storage subsystem is aware of the actual space
usage in the host and will optimize data allocation in the subsystem.

Note

» To reclaim unused space, the partition or virtual volume has to be mapped to
the host.

» The Partition Space Reclaim function is only supported in Microsoft
Windows or Linux environments.

Go To

SANWatch Home > Device sidebar > Device List > device name > Logical
Volumes > LV name > Partitions > partition name > Tasks corner

M

&, Device List Default Group
= e DS S16E-R2251
. B-E}Logical Volumes
E|E_i Logical Volume 1
8] Logical Drives
= B Partitions

-8 partition 1 > RSl

Steps

Click Reclaim in the Advanced Settings in the Tasks corner.

Advanced Settinas
Eeclaim, Flush and Unassian

The Reclaim window will appear. Select the priority and click OK.

Reclaim

Are you sure you want to reclaim the free space in this volume?

Reclaim Priority: High j

v [ w )

» High Priority: Reclaim will be processed efficiently but might affect the
system performance.

» Normal Priority: Follows the original reclaim setting that might be processed
slowly but has less chance of affecting the system performance.

If a reclaim process is already ongoing, you need to wait until it is completed or
stop the existing process and restart it.
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Configure Host LUN Mappings

Host LUN mapping is also a part of creating partitions or virtual volumes.

Go To

EonStor DS subsystems: SANWatch Home > Device sidebar > Device List >
device name > Logical Volumes > LV name > Partitions > partition name >
Tasks corner

ESVA subsystems: SANWatch Home > Pool sidebar > Pool List > pool name >
Virtual Volumes > VV name > Tasks corner

I?_Device List Default Group % Fool List
El g DS S16E-R2251 =B ool
- E'El Logical Volumes =B Pooi2

E-ElPoal Elements
E‘Ij Yirtual Wolumes

- Evirtual Volume 1
& schedules

=& Logical Valume 1
l] Logical Drives
=8 Partiions

- partition 1 or

> RSkl

Mapping/Unmapping
Host LUN

Before configuring LUN mapping, go to:

EonStor DS subsystems: SANWatch Home > Device sidebar > Device List >
device name > Logical Volumes > LV name > Partitions

ESVA subsystems: SANWatch Home > Pool sidebar > Pool List > pool name >
Virtual Volumes

Click the Help icon at the top-right corner, and search for the
"Mapping/Unmapping Partitions or Virtual Volumes to Host " section for
detailed instructions on LUN mapping configurations.

341



SANWatch Web-Based Interface

Managing LUN Mapping on the Host Side

In this section, an example of configuring LUNs on the host side is shown for
Windows, Linux, and Solaris environment.

Notes

If you are unable to find any LUN from the host side, try to change the type of
SES device by doing the following:

Go to SANWatch Home > Device sidebar > Device List > device name > Tasks
corner > System Settings > Host-side tab, and then choose "No Device Present
(Type=0x7F)” from the Peripheral Device Type drop-down menu.

Restart your subsystem for the change to take effect.

Managing LUNs on
Windows Server

The below process shows screens captured from Windows Server 2008 R2,

Server Manager. With mapped partitions, you can scan, initialize, and format
these partitions.

B L B ... i1avoper |
dmowp | H | C | H D

Sarver Manager (WIH-VHODFSEGOH] !
B Rokes -
i Ftﬂh.l’l:':': o o tor
# [g] Event viewes s Dd‘:hu et e &
() Performance . :
5 o Ca Genenic S5ES Disk Support
Fi! Configuratin ? o Genenic SES Degk Support
ésmrwc iy Generic SES Disk Support
1 Windows Server Badup s G o
i ] ooners SES Desk SLppork
& Desk Management =z IFT ESVA F&0- MulgPath Disk Devioe
- TFTESVA FG0-1830 MultPath Disk Devies
g Mnctor 4425000 ATA Devies
o 88 swage
i Windows Server Badup
= Refresh
Creats D
Attach VHD [
All Tasks ¥
Vi y [k 1
BB0.64 GB
Help
LdDesk 2
Basic
10.00 GB
Orirer Healthy (Primary Partition)
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Bamc () ()
13376 68 50,88 GE NTFS 132,87 GB NTFS 12
Online Healthy [System, Boot, Page Fie, Actv | | Healthy [Logecal Drive) Linualk

Basie
101,00 GB
rosigll Ocie |
ek Properties

LsDisk? Hep —
Basic  — [ TWew Valme (H:)

410,20 B 410,20 GB NTFS
Ordine Haalthy (Primery ParSon)

Left-click to select a Disk and then right-click to display the Online command.

& (3 Task Scheduer 1
= i Windows Frewal with Adw
15, Serviees L_«Disk 0 _
5 WME Condrol ngs & (=] {0z}
= Joers . 50.53 GE NTES 182.87 B
= .:1.'. g,:;d and Groups Orlires Healthy (System, Boot, Page Fle, Active, Crash Dump, F | Healthy (Lt
= s
i Windows Server Badup
= Disk Management sk 1 1
Urdreem
500,00 B 500,00 GB
o
Offine
g Dk
Urkmmr  Propertes
500.00 € -
Offine: Helps
Help
LEDisk 3 |
WLinkrscram
500,00 B 00,00 GB
Offine | Unalocated
Helgy

When done, right-click to display and execute the Initialize Disk command.

Rl
L +Disk 0 L]
Basic [ Wens must indiskze & chak bafore Logical Disk Manager can accass £,
3.6 Select disks:
Crline: D 1

- —
Cialpisk 1 | —
500,00 8
Mot Intisized e ther fodowing pastition st for the selected disks.

~ ¥ MER (Master Boot Ancord) R
i Disk 2 B GPT(GLAD Pariion Tabls) |
LUnknown |
500,00 G8 Hecte: The GPT parthion shyls i nol recognized by all previous versions of
Dffine i Windows. R is mecmmendad for disks larger than 2TE, or disks used on
Mzl kaniumhased compulers.
i Coc ] oo |
lDisk 3 ! F—
500,00 GB | 500,00 &8
Cffine | | Unallocated
-]

Proceed with the rest of the procedure following the onscreen instructions.
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4

L_sDisk 0

Basic (©) (D:)

233.76 GB 50.88 GB NTFS 182,87 GB NTFS
Online Healthy (System, Boot, Page File, Active, Crash Dump, F § [Healthy (Logical Drive)
L aDisk 1

Basic

500.00 GB 500.00 GB T

Online Unallocated = |r|||:|I: Volume. ..

Mew Spanned Yolume. ..
Mew Striped Volume. .. t

“aiDisk 2 I .., virored Voume,,, T

Unknown
oo s 500.00 GB [ew RAID-S Valume. ..
Offine i Unallocated Properties
Help
Help

“a/Disk 3 s
Unknown

500.00 GB 500,00 GB
Offline i Unallocated
Help

Right-click on an Unallocated partition to create a New Simple Partition.

Follow the instructions on the Partition Wizard to complete the rest of the
procedure.

New Simple Volume Wizard x|

Welcome to the New Simple
Volume Wizard

This wizard helps you create a simple volume on a disk.

A simple volume can only be on a single disk.

To continue, click Next.

< Back Next > Cancel |

Mew Simple Volume Wizard |

Specify Volume Size

Choose a volume size that is between the maximum and minimum sizes.

Maximum disk space in MB: 511997
Minimum disk space in ME: 8

Simple volume size in MB:

« Back Mext > Cancel
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New Simple Volume Wizard x|

Assign Drive Letter or Path
For easier access, you can assign a drive letter or drive path to your partition.

' Assian the following drive letter:
= Mount in the following empty NTFS folder:

F sl
Browse... |

¢~ Do not assign a drive letter or drive path

New Simple Volume Wizard =
Format Partition
To store data on this partition, you must format it first.

Choose whether you want to format this volume, and if so, what settings you want to use.

£~ Do not format this volume

¥ Fomat this volume with the following settings:
File system: v =]
Allocation unit size: lm
Volume label: INew Volume

[V Perform a quick format

™ Enable file and folder compression

< Back Next > Cancel |

New Simple Volume Wizard =

Completing the New Simple
Volume Wizard

‘You have successfully completed the New Simple Volume
Wizard.

You selected the following settings:

Volume type: Simple Volume: -
Disk selected: Disk 1

Wolume size: 511997 MB

Drive letter or path: F:

File system: NTFS

Allocation unit size: Default

Wolume label: New Volume LI
Ciick frmat- Yee

To close this wizard, click Finish.

< Back I Finish I Cancel

Managing LUNs on
Linux

Shell commands are shown below as how to manage LUNs on Linux.

[root@rh53-admin ~J# /etc/init.d/multipathd restart
Stopping multipathd daemon:

[FAILED]

Starting multipathd daemon:

[ OK ]
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[root@rh53-admin ~]# cd /proc
[root@rh53-admin proc]# /etc/init.d/multipathd restart
Stopping multipathd daemon:
[ OK ]
Starting multipathd daemon:
[ OK ]
[root@rh53-admin procl#
[root@rh53-admin procl# cat partitions
major minor #blocks name
0 78150744 sda
1 104391 sdal
2 78043770 sda2
16 20971520 sdb
17 10482688 sdbl
20971520 sdc
33 10482688 sdcl
48 20971520 sdd
49 10482688 sdd1
64 20971520 sde
65 10482688 sdel
253 0 73891840 dm-0
253 1 4128768 dm-1
253 2 20971520 dm-2
253 3 10482688 dm-3
[root@rh53-admin proc]#
[root@rh53-admin ~J# Is
anaconda-ks.cfg install.log scsidev-2.37
Desktop install.log.syslog scsidev-2.37.tar.tar
[root@rh53-admin ~]# cd /
[root@rh53-admin /}# Is

00 00 00 CO 00 00 CO OO0 00 GO OO
w
N

bin dev home lost+found misc net proc shin srv
tftpboot usr

boot etc lib media mnt opt root selinux sys tmp
var

[root@rh53-admin /]# cdd home/
bash: cdd: command not found
[root@rh53-admin /]# cd home/
[root@rh53-admin homej# Is
1.4 peggy SANWatch_2.1.a.06
[root@rh53-admin home]# cd 1.4/
[root@rh53-admin 1.4])# Is
README virtuall.4.tar.gz
Virtual_1.4_Release_Note.txt Virtual_Linux_1.4 PVR.txt
[root@rh53-admin 1.4]# tar -xzf virtuall.4.tar.gz
[root@rh53-admin 1.4J# Is
README Virtual_1.4_Release_Note.txt
Virtual_Linux_1.4_PVR.txt
virtuall.4 virtuall.4.tar.gz
[root@rh53-admin 1.4]# cd virtuall.4
[root@rh53-admin virtuall.4]# Is
INSTALL LICENSE objs UNINSTALL virtuald
[root@rh53-admin virtuall.4]# chmod 777 INSTALL
[root@rh53-admin virtuall.4]# ./INSTALL

DRIVER DISCLAIMER

PLEASE CAREFULLY READ THE FOLLOWING TERMS AND
CONDITIONS
BEFORE YOU USE OR LOAD THIS SOFTWARE:

1. This driver software is created by Infortrend and is provided "AS IS"
and

Infortrend cautions users to determine for themselves the
suitability of

the version of this software.
2. Infortrend disclaims any express or implied warranty, relating to
sale

and/or use of Infortrend products, including, liability or
warranties

relating to fitness for a particular purpose, merchantability or
inf-

ringement of any patent, copyright or other intellectual property
right.
3. Infortrend assumes no responsibility for loss of use, loss
of data,
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malfunction or damages to your equipment arising from the

installation

or use of this software and shall in no event be liable for any
loss

of profit or any other commercial damages including, but not
limited to,

indirect, special, incidental, consequential or other damages.
4. Infortrend reserves the right to make changes to the software
at any

time, without notice.

* Brands, product names and website addresses herein are

trademarks or
registered trademarks of their respective owners.

* |f you have problems with this software, please visit our website at
www.infortrend.com.tw or contact our technical support team at
http://www.infortrend.com/support/.

By loading or using the software, you agree to the above disclaimer.

Accept? (YIN): y

Install virtual Driver for Kernel 2.6.18-128.el5
JINSTALL: line 67: insserv: command not found
call depmod

Load module...

load virtual for dm

Starting virtual:

[root@rh53-peggy virtuall.4]# modinfo virtual

filename:
/lib/modules/2.6.18-128.el5/kernel/drivers/virtual/virtual.ko
version: 1.4

author: Infortrend Inc.

license: GPL

srcversion: B890F953F061460C34430B9

depends: scsi_mod

vermagic: 2.6.18-128.el5 SMP mod_unload 686 REGPARM
4KSTACKS gcc-4.1

parm: masterTarget:charp

parm: cacheCoverSizelnGB:int

parm: cachePercentage:int

[root@rh53-peggy virtuall.4]# cd /proc
[root@rh53-peggy proc]# cat partitions
major minor #blocks name

0 78150744 sda
1 104391 sdal
2 78043770 sda2
16 20971520 sdb
17 10482688 sdbl
20971520 sdc
33 10482688 sdcl
48 20971520 sdd
49 10482688 sdd1
64 20971520 sde
65 10482688 sdel
253 0 73891840 dm-0
253 1 4128768 dm-1
253 2 20971520 dm-2
253 3 10482688 dm-3
8 80 2015231 sdf
8 81 2015200 sdfl
231 0 10482688 virtualO
[root@rh53-admin proc]# reboot

00 00 00 00 0O 00 00 0O 0O 0O CO
w
N

[root@rh53-admin ~]# cd /proc
[root@rh53-admin proc]# cat partitions
major minor #blocks name

0 78150744 sda

1 104391 sdal

2 78043770 sda2
16 31457280 sdb
32 31457280 sdc
48 31457280 sdd

00 00 00 0O O 00

347



SANWatch Web-Based Interface

8 64 31457280 sde
253 0 73891840 dm-0
253 1 4128768 dm-1
253 2 31457280 dm-2
231 0 31457280 virtualo

[root@rh53-admin procl#

[root@rh53-admin ~]# cd /proc
[root@rh53-admin procl# cat partitions
major minor  #blocks name

0 78150744 sda
1 104391 sdal
2 78043770 sda2
31457280 sdb
32 31457280 sdc
48 31457280 sdd
64 31457280 sde
253 0 73891840 dm-0
253 1 4128768 dm-1
253 2 31457280 dm-2
231 0 31457280 virtual0
[root@rh53-admin proc]# mkfs -t ext. /dev/virtualO
mkfs.ext.: No such file or directory
[root@rh53-admin proc]# mkfs -t ext3 /dev/virtualO
mke2fs 1.39 (29-May-2006)
Filesystem label=
OS type: Linux
Block size=4096 (log=2)
Fragment size=4096 (log=2)
3932160 inodes, 7864320 blocks
393216 blocks (5.00%) reserved for the super user
First data block=0
Maximum filesystem blocks=0
240 block groups
32768 blocks per group, 32768 fragments per group
16384 inodes per group
Superblock backups stored on blocks:
32768, 98304, 163840, 229376, 294912, 819200, 884736,
1605632, 2654208,
4096000

00 00 00 B O O 0O
=
o

Writing inode tables: done
Creating journal (32768 blocks): done

This filesystem will be automatically checked every 20 mounts or
180 days, whichever comes first. Use tune2fs -c or -i to override.
[root@rh53-admin proc]#

[root@rh53-admin proc]# mount /dev/virtual0 /mnt/vv
[root@rh53-admin proc]# cd /mntVvv

[root@rh53-admin wi# Is

lost+found

[root@rh53-admin vv]#

[root@rh53-admin ~]# cd /proc
[root@rh53-admin proc]# cat partitions
major minor #blocks name

0 78150744 sda
1 104391 sdal
2 78043770 sda2
41943040 sdb
32 41943040 sdc
48 41943040 sdd
64 41943040 sde
253 0 73891840 dm-0
253 1 4128768 dm-1
253 2 41943040 dm-2
231 0 41943040 virtualO
[root@rh53-admin procl# fdisk

00 00 00 O O O ©
=
o

Usage: fdisk [-]] [-b SSZ] [-u] device
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E.qg.: fdisk /dev/hda (for the first IDE disk)
or: fdisk /dev/sdc  (for the third SCSI disk)
or: fdisk /dev/eda (for the first PS/2 ESDI drive)
or: fdisk /dev/rd/cOdO or: fdisk /dev/ida/cOd0 (for RAID devices)

[root@rh53-admin procl# fdisk -I
Disk /dev/sda: 80.0 GB, 80026361856 bytes

255 heads, 63 sectors/track, 9729 cylinders
Units = cylinders of 16065 * 512 = 8225280 bytes

Device Boot Start End Blocks Id
System
/dev/sdal * 1 13 104391 83 Linux
/dev/sda2 14 9729 78043770 8e
Linux LVM

Disk /dev/sdb: 42.9 GB, 42949672960 bytes
64 heads, 32 sectors/track, 40960 cylinders
Units = cylinders of 2048 * 512 = 1048576 bytes

Disk /dev/sdb doesn't contain a valid partition table

Disk /dev/sdc: 42.9 GB, 42949672960 bytes
64 heads, 32 sectors/track, 40960 cylinders
Units = cylinders of 2048 * 512 = 1048576 bytes

Disk /dev/sdc doesn't contain a valid partition table

Disk /dev/sdd: 42.9 GB, 42949672960 bytes
64 heads, 32 sectors/track, 40960 cylinders
Units = cylinders of 2048 * 512 = 1048576 bytes

Disk /dev/sdd doesn't contain a valid partition table

Disk /dev/sde: 42.9 GB, 42949672960 bytes
64 heads, 32 sectors/track, 40960 cylinders
Units = cylinders of 2048 * 512 = 1048576 bytes

Disk /dev/sde doesn't contain a valid partition table

Disk /dev/dm-2: 42.9 GB, 42949672960 bytes
255 heads, 63 sectors/track, 5221 cylinders
Units = cylinders of 16065 * 512 = 8225280 bytes

Disk /dev/dm-2 doesn't contain a valid partition table
[root@rh53-admin proc]# cd /home/

[root@rh53-admin homeJ# Is

1.4 peggy SANWatch_2.1.a.06

[root@rh53-admin homel# cd 1.4/

[root@rh53-admin 1.4]# Is

README Virtual_1.4_Release_Note.txt
Virtual_Linux_1.4_PVR.txt

virtuall.4 virtuall.4.tar.gz

[root@rh53-admin 1.4]# cd virtuall.4

[root@rh53-admin virtuall.4]# Is

INSTALL LICENSE objs UNINSTALL virtuald virtual.ko
[root@rh53-admin virtuall.4]# chmod 777 UNINSTALL
[root@rh53-admin virtuall.4]# ./JUNINSTALL

uninstall /lib/modules/2.6.18-128.el5/kernel/drivers/virtual
[root@rh53-admin virtuall.4]# cd /pro

bash: cd: /pro: No such file or directory

[root@rh53-admin virtuall.4]# cd /proc

[root@rh53-admin proc]# cat partitions

major minor #blocks name

8 0 78150744 sda
8 1 104391 sdal
8 2 78043770 sda2
8 16 41943040 sdb
8 32 41943040 sdc
8 48 41943040 sdd
8 64 41943040 sde
253 0 73891840 dm-0
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253 1 4128768 dm-1
253 2 41943040 dm-2
[root@rh53-admin proc]#

Managing LUNs on
Solaris (Enabling

iSCSl initiators)

Solaris iSCSI Software and Hardware Requirements

Solaris iSCSI software and devices
- The Solaris10 1/06 or later release for Solaris iISCSI initiator
software
- The Solaris10 8/07 or later release for Solaris iISCSI target
software

+ The following software packages:

- SUNWiscsir—Sun iSCSI Device Driver(root)

- SUNWiscsiu—Sun iSCSI Management Utilities(usr)

- SUNWiscsitgtr—Sun iSCSI Target Device Driver(root)

- SUNWiscsitgtu—Sun iSCSI Target Management Utilities(usr)
- Any supported NIC

- To verify availability of initiator and target service:

- Become super user.

- Verify that the iISCSI software packages are installed.

- # pkginfo SUNWiscsiu SUNWiscsir

- System SUNWiscsir Sun iSCSI Device Driver (root)

- System SUNWiscsir Sun iSCSI Management Utilities (usr)

- Verify that you are running a Solaris10 1/06 or later release.
- Confirm that your TCP/IP network is setup by telneting an iSCSI
target using port 3260.

Configure iSCSI Target Discovery
Become super user.
To configure the target device to be discovered dynamically or statically:

Configure the device dynamically discovered (SendTargets).

- #iscsiadm add discovery-address10.0.0.1:3260
- TheiSCSI connection is not initiated until the discovery method is
enabled. See the next step.

Configure the device statically discovered.

- #iscsiadm add static-config eui.5000ABCD78945E2B,10.0.0.1
- TheiSCSI connection is not initiated until the discovery method is
enabled. See the next step

Enable the iSCSI target discovery method using one of the following:

- If you have configured a dynamically discovered (SendTargets)
device, enable the Send Targets discovery method.

# iscsiadm modify discovery --sendtargets enable

- If you have configured static targets, enable the static target
discovery method.

# iscsiadm modify discovery --static enable

Create the iSCSI device links for the local system.

- # devfsadm —i iscsi
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Configuring Out-of-Band Flush Using DB Flush Agent

If you are holding data in database forms, you need to flush all data into the
storage subsystem before doing a backup job. The DB (database) Flush
module in SANWatch allows you to perform it automatically.

DB Flush works for the following databases:

» SQL
» Microsoft Exchange
» Oracle

For more information about configuring out-of-band flush on the host side, refer
to "Configuring Out-of-Band Flush."

Go to

EonStor DS subsystems: SANWatch Home > Device sidebar > Device List >
device name > Logical Volumes > LV name > Partitions > Tasks corner

ESVA subsystems: SANWatch Home > Pool sidebar > Pool List > pool name >
Virtual Volumes > Tasks corner

hlﬂ !"i-_ v—E
EDEWCE List Default Group —
= 75 Pool List
E‘h ESDE 3016R(FC 8G) '
CEEL 2B Fool 1
= | Logical valumes :
E|:_E Lagical ¥olume 1 E"_ Pool 2
I?"';Jijgical Drives E IJ| Pool Elements
- Bl Logical Drive 1 T i Virtual Volumes
&8 pariitions - Elvirtual volume 1
B! parttion 1 or  Eschedues S milis

Step 1: Activating
DBFlush Agent

Click Flush in the Tasks corner.

Advanced Settings
Reclaim, Flush and Unassign

The Flush Settings window will appeatr.
Flush

Select a data host agent for out-of-band flush settings.

Agent IP Address - 0% « |Disk - ‘

[ Add ] [ Edit ] [ Remove ] [ DB Flush l [ Close ]

Click Add to add a setting. In the Flush Agent Setting, enter the host agent IP
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address, select the OS type, and enter the following in the Disk field:

-For Windows, the Disk ID (the “1” in “Disk 1" for example)

-For Linux: /dev/ID (such as /dev/sdb in the above case)

-For Solaris: /dev/dsk/ID (such as /dev/dsk/sdb in the above case)
Out-of-Band Flush Setting

AgentIP Address I |

05 |Windows ;I
Disk | |

Hint: Disks are used to specify the valurme in a
hast. InWindaws, a numeric indexwill appear. In
ather OF, itwill appear in a directory format such Ll

[ oK l [ Cancel l

You will see the Flush Agent list, select the item for which you want to perform
out-of-band flush.

Agent IP Address « 08 Disk =

192.168.5.3 Windows 1

Click DB Flush. The DB Flush Agent setting screen will appear.

DB Flush Agent Settings

Configure the database for flushing the data during data service operations. -

Connected Host IP Address: 127.0.0.1

|»

— Cluster Settings
[~ Enable Cluster Support: |Hosl d

IP Address of Secondary Mode: | |

— DB Flush Settings

Index + Type - DB Name + DB Server - Enable « ;I

add | [ Edit | [ Dpelete |

L |

IF FEnahkla Flnch | an

[ 114 ] [ Cancel ]
Step 2: Enabling Changing the database clustering setting will reset other DB Flush Agent
Database settings.
Clustering

Database clustering refers to storing sequential rows of a database table on a
disk. It will boost the database performance for server-centric database
systems, since the server can perform database operations by direct access to
disk.

To enable database clustering, check the Enable Cluster Support checkbox and
select DB Cluster. If you would like to add another node, select Host and enter
the IP address.

352



Working with Partitions or Virtual Volumes

Cluster Settings

¥ Enahble Cluster Support: Host j
IP Address of Secondary Mode:
& DB Cluster
Step 3: Enabling Enable the flush log if you want:

Flush Log
» Event logs for clustered nodes will be kept on this machine.

> Events will be reported in the following locations.
Windows: Event Viewer
Linux: /var/log/messages
Solaris: /varladm/messages

[+ Enable Flush Log

Step 4: Configuring  Click Add. The DB Flush setting window will appear.
Database Flush Add DB Flush Settings
Settings ]
Select the database connection parameters for the data flush task.
DB Type: SOL Server j

OB Server Mame:

Listen Port: 1433

DB Mame:

DB Administrator:

Fassward:

Flush Operation: Enable j

Enter the parameters and click OK.
The new database flush setting will appear in the DB Flush Agent screen.

Click OK and close DB Flush Agent.

0K l [ Cancel

Parameters DB Type Specifies the database from Oracle, SQL Server, and
MS Exchange.

DB Server Name Specifies the user-defined name of the database server.

DB Listen Port Specifies the network port (default 1433) which the
database listener (a software that manages the network
traffic between the database and client) monitors.

DB Name Specifies the user-defined name of the database.
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DB Administrator

Specifies the database administrator user name. Enter a
“sa“ (System Administrator) login name. The “sa” name
can be disabled when you select the security level of
your database. By disabling "SA" access, no one will
have access to a database system, except logging in as
the Windows Administrator. Refer to this section for how
to enable an “sa” login.

DB Password

Specifies the database password.

Enable DB Flush

Allows flushing database inside cache memory into a
local file before taking snapshot images.
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Working with Snapshots

General Snapshot Rules

Number of >
Snapshots
>

The maximum number of snapshot images in a partition or virtual volume is
1024.

The maximum number of snapshot images in a logical volume or pool is:
16000.

The maximum number of online snapshot images (snapshots mapped to
hosts) is 1024.

Space Concerns >

>

The storage space required for storing snapshot images is automatically
allocated from the logical volume or pool.

When you create a logical volume or pool in SANWatch, 30% of free space
will be marked, and if you use more than 70% of its space, you will be
notified. Make sure you always have enough space.

The space required for taking snapshots is determined by how frequently
your data change.

Space-saving
@ @ Point-in-time,
Copy-on-write methodology

Host Ii0s Host 1/10s

Source  Snapshot
Volume

Data-to-be-modified Data-to-be-modified

®
M_

T2 T3 T4 Timeline

Only block-level differentials
no full-copy

Use the prune rule option in the snapshot scheduler window to put a cap on
the maximum number and lifespan of snapshots.

Database Concerns When taking snapshots for database applications such as Oracle, use “Group
Snapshot” in the scheduler. You can select multiple source partitions or virtual
volumes when creating a snapshot schedule. Using Group Snapshots ensure
integrity of backup data between database and log partitions or virtual volumes.

What to Evaluate When planning shapshots, evaluate the following concerns:

when Planning
>

»
>

How many data changes will occur within a time frame?

How many snapshots might you need to recover?

How long can you tolerate loss of data (= how frequently do you need to take
shapshots)?
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Case Study:
Calculating the
Required Space

Here we calculate required data space based on these assumptions.

> 25% of data is expected to change every day.

> Asnapshot is taken every day.

> You need 7 snapshots to preserve data protection.
» The lifespan of a snapshot is 7 days.

25% data is changed everyday!

‘ Day 1 Day 2 Day 3 Day 4

Day 5 Day 6 Day 7

%

snapshot snapshot| | snapshot| | snapshot| |snapshot| |snapshot| | shapshot

Source 25%=x1 25% x 1 25% x1 25% x1 25% x1 25% x1  25% x1

| Snapshot Schedule (Prune rule set to 7 days, 1 image taken each day) >

The storage space required from a logical partition will be: (25% x 1) + (25% X
1) +(25% x 1) + (25% x 1) + (25% x 1) + (25% x 1) + (25% x 1) = 1.75 times of
the source partition size.

Pruning vs. Purging
Snapshot Images

To use the storage space efficiently, there are two mechanisms, pruning and
purging, that allows you to automatically remove older snapshot images.

Pruning

Pruning refers to removing older snapshot images once it reaches the threshold
size or passes the retention period. Pruning occurs according to the threshold
conditions, regardless of the availability of storage space. Pruning can be
configured when creating snapshot images.

Purging

Purging refers to removing older snapshot images when the used storage
space hits the threshold (= available space becomes insufficient). Purging will
continue until the used storage space becomes lower than the threshold setting
or all snapshot images are deleted or marked as invalid (the original data will
always remain intact). Purging can be configured when creating notification
thresholds for virtual pools.

Purging takes priority over pruning and is considered as a critical issue for the
overall system. When purging occurs, you may take either of the following
actions:

> Increase the size of the logical volume or pool to expand the available
storage space

» Remove unnecessary data from existing LVs or pools or reconfigure them to
use storage space more efficiently

> Increase the pruning threshold (least recommended)
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If a snapshot image is marked as invalid during purging, that image can no
longer be used and needs to be deleted immediately.
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Taking Snapshots

Go to

EonStor DS subsystems: SANWatch Home > Device sidebar > Device List >
device name > Logical Volumes > LV name > Partitions > Tasks corner

ESVA subsystems: SANWatch Home > Pool sidebar > Pool List > pool name >
Virtual Volumes > Tasks corner

Ml
[ Poo

="
= & ESDS 3016R(FC 306) - Fool List
"1 Logical volumes B Foolt
E‘E_E Logical Yolume 1 E‘l’ Pool 2
=B Lagical Drives " | Pool Elements
Bl Logical Drive 1 = virtual Volumes
=8 partitions - Bl vintual volume 1

B Partition 1 or A schedules FQl Tasks |

e Divice List Defautt Group

You can also take snapshots by schedule. For more information, go to the
following location and click the Help icon at the top-right corner:

EonStor DS subsystems: SANWatch Home > Device sidebar > Device List >
device name > Schedules

ESVA subsystems: SANWatch Home > Pool sidebar > Pool List > pool name
> Schedules

Steps

Click Snapshot in the Tasks corner.

= 5% snapshot
Take snapshots ofthis partiion, view the profiles of snapshotimages, and run
snapshot-related operations.

Select the partition or virtual volume you wish to take snapshots of.

Take snapshot on this partiton.

# Take snapshots on selected partitons.

If you choose to select other partitions or VVs, select Take snapshots on
selected partitions (or virtual volumes), and select the partition(s) or VVs you
wish to take snapshot images of.
Partition Name Logical Yolume Name Device ID
¥ Partition 2 Logical Wolume 1 a00an
¥ Partition 1 Logical Wolume 1 a00an

¥ Partition & Logical Wolume 1 a00an

Click Take Snapshot to execute.

Take Snapshot

The snapshot image will be taken immediately and the result will appear in the
list.

I~ Index & Snapshot Image ID - Name « Activated Time « Map LUN « Description -

1 453409004 3645688 Tue, Mar 26 15:20:07 2013 Mo

Configuring

Select a snapshot image and click Edit.
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®

Snapshots Snapshot |

Take a snapshot image ofthis winual volume and run related tasks.

¥ Index Snapshot Image ID « Hame « Activated Time « Map LUN Description «
V1 A53AN90043645686 Tue, Mar 26 15:20:07 2013 Mo
I Edit N[ petete | | Map | [ rolback | [ Takesnapshot | [ volumecopy | [ close

You may change the name and description of the snapshot.
X

Edit Snapshot
Editthe name and description for this snapshot. .

Snapshot Mame:

Description :

[ apply ||  Close ]

Configuring Navigate to the partition or virtual volume whose snapshots you want to modify,

Snapshots and click Snapshot in the Tasks corner.

= T 1 cnapshot
' Take znapshots of this parition, view the profiles of snapshot images, and run

snapshot-related operstions.

Click Next, check the box next to the snapshot image ID, and click Edit.

™ Index & Snapshot image ID «

GCEBTFABT4BZEGER
>

[ Next ] > 1

[ Edit ]

Edit the name and description for the snapshot image, and click OK to finish.

Edit Snapshot

Editthe name and description for this snapshot.

Snapshot Mame: |

Description : |

Select the partition or virtual volume whose snapshots you want to modify, and

Deleting Snapshots
click Snapshot in the Tasks corner.
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= T 1 cnapshot
' Take znapshots of this parition, view the profiles of snapshot images, and run
snapshot-related operstions.

Click Next, check the box next to the snapshot image ID, and click Edit.

™ Index & Snapshot image ID «

[ Next ] > 1 BCEETFABT4B2ERRD

Click Delete and then click Yes.

[ Delete ] > [ Yes

Note Taking multiple snapshots at once is useful for database applications that
require coherent and simultaneous backup of multiple partitions or virtual
volumes.
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Recovering Source Partition or Virtual Volume from a Snapshot (Rollback)

If you rollback a source patrtition (for EonStor DS subsystems) or virtual volume
(for ESVA subsystems) back to a specific state, all images must remain intact
because data is consequentially stored in different snapshot images. The below
example shows a source partition or VV with 3 daily snapshots. If you want to
rollback to day 1, all 3 images must be intact, ready to be referred to in order for

past data to be pieced together.
25% data is changed everyday!

' Day 1 Day 2 Day 3 Day 4
i — R :
I snapshot Fnaps hot  smapshot |snapshot
Source e %1 %o % 1 5% x1 25% x1

| Snﬁshot Sche#le {Prunfru le set to 7 days, 1 in

data changey
data changes

blocks to be overwritten

Go to EonStor DS subsystems: SANWatch Home > Device sidebar > Device List >
device name > Logical Volumes > LV name > Partitions > partition name >
Tasks corner
ESVA subsystems: SANWatch Home > Pool sidebar > Pool List > pool name >
Virtual Volumes > VV name > Tasks corner

|;=\_De\.'ice List Default Group % Fool List

= o DS $16E-R2251 B Poat
- EElLogical Volumes =B Pooi2

EEj Logical Volume 1
=] Logical Drives

= B Partitions

=Bl Pool Elerments

= Elvirtual valumes
-+ virtual Volume 1

-8 partition 1 or [ schedules

> Rhausl

Steps

If the partition or virtual volume has been mapped, you must unmap the
partition or VV first in order to rollback a snapshot image into the partition or
virtual volume.

Click Snapshot in the Tasks corner.

= 5L cnapshot
Take snapshots of this partition, view the profiles of snapshat images, and run
snapshat-related operations.

Click Next and select the snapshot image you want to rollback.

™ Index o Shapshot image ID ~

Next BCAETFABT4B2ERGE

> [
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Click Rollback, and then click Yes in the confirmation dialog.

Rollback Yes

| 5 |

The source virtual volume or partition will be rolled back.

The process can take up to several minutes depending on the size of source
virtual volume or partition.

You may re-establish host LUN mappings for the source virtual volume or
partition.

Note on Rollback
Timing

If a snapshot image rolls a source partition or virtual volume back, snapshot

images taken after that image will be erased. In the example below, the

shapshot image taken at 11:00 will be lost because the original source partition

or virtual volume it was referring to was replaced by the image taken at 10:00.
Snapshot images

Source
volume

10:00
1:00

Source
volume

‘ oot This image
Is abandoned!

Snapshot images
Source

volume 8:00
- 10:00
. —

After Rollback
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Mapping a Snapshot Image to the Host

The mapping process is twofold. After mapping a snapshot in SANWatch, you
need to assign a drive letter to it in the host computer environment.

Go to EonStor DS subsystems: SANWatch Home > Device sidebar > Device List >
device name > Logical Volumes > LV name > Partitions > partition name >
Tasks corner
ESVA subsystems: SANWatch Home > Pool sidebar > Pool List > pool name >
Virtual Volumes > VV name > Tasks corner
[EL Device List Default Group 1 Pool List
= DS S16E-R2251 =B Poolt
| E E_i Logical Velumes E‘l} Poal 2
E|E_! Logical Volume 1 I—'_l Fool Elements
% Logical Drives = B virtual valumes
=] Partitions - Jlvirtual Volume 1
- partition 1 or ~fH sehedules EQl Tasks |
Steps Click Snapshot in the Tasks corner.

= _,* Shapshot
Take znapshots of thiz partition, view the profiles of snapshot images, and run
snapshot-relsted operstions.

Click Next and check the box next to the snapshot image ID.

™ Index & Snapshot image ID «

Next > 1 BCEETFABT4B2ERRD

Click Map.

The Host LUN Mapping window will appear. The rest of the steps to take are the
same as mapping a partition or virtual volume to a host. For detailed instruction,
go to:

» EonStor DS subsystems: SANWatch Home > Device sidebar > Device List >
device name > Logical Volumes > LV name > Partitions
ESVA subsystems: SANWatch Home > Pool sidebar > Pool List > pool name
> Virtual Volumes

» Click the Help icon at the top-right corner, and search for
"Mapping/Unmapping Partitions or Virtual Volumes to Host."

Assigning a Drive
Letter to the
Snapshot

Before accessing data in the snapshot, you need to assign a drive letter to it.
Here are the procedures for Windows Server environment.

1. When an image is mapped, it will appear as a new drive to the computer.
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L] computer Management - 1= x|
(=] Fle Action View indow Help ST
e+ BEEE BXEE |
(& Computer Management (Local) Volume [ Layour_[ Type [ File system | Status [[Capacity | Free pace [ % Free | Faul Tokerance | Overhead |
1 i, System Tools E] Partition  Basic Healthy 499.99GR 499.99G8 100% Mo [

{41 Event Viewer SIpaTA (E) Partition Basic MTFS Healthy SO.O0GE  Z20GE 4% Mo 0%

5 Shared Falders SIlocal Disk (C:)  Partition  Basic  NTFS Healthy (System) 30.00GB  17.58GB  58%  Na 0%

Local Usersiand Griiups Shlews Volume (F:) Partition Basic  MTFS Healthy 49,99GE  OMB 0% Mo [

g Performance Logs and Alert: | e, yolume (G:) Parttion Basic  NTFS Healthy 49.98GB  49.92GB  99%  Na 0%

.23, Device Manager SIUPz_WI(H)  Partition Basic NTFS Healthy 499.00GB 460.47GB 92% Mo 0%
£ i Storage

Removable Storage

4 Disk Defragmenter

Disk Management
{2a services and applications

ZPpisk 2
Basic New ol OPen
49.98 68 49.98GB Explure
Online: Healthy
Mark Partition as Active:
EDisk 3 M g Ovive Letter and Paths...
Basic ¥PZ_Y¥1
499,99 GB 400,99 GE B
Online: Healthy Delete Partition. .
ZADisk 4 Eroperties
Basic B
499,99 68 499.99GE__Hep
Online Ay 77 o o A A o o o A A A A /

Seo-roMo
DVD (Di}

No Media

1 { || M Py paniion I Extended patiion (5] Free space I Logics! diive ﬂ

2. Right-click on the disk and select Change Drive Letters and Path.
3. Click Add in the prompt.
Change Drive Letter and Paths for 511993 it x|

Allowve accezs b this volume by uzing the following dive letter and paths:

Add. .. Lhange... | Bemoyve |

| 0k || Cancel I

4. Select the drive letter and click OK.

Add Drive Letter or Path i

Add a new drive letter or path for 511933 MEB  Priman partit....

21x]
i #izsign the following drive letter: II vI
™ Mount in the following empty WTFS folder:
I Browse. |
ok I Cancel |

5. You should be able to access the data in the snapshot.
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Recovering Database Volume from Grouped Snapshots

Background

The procedure below is based on a simple configuration: two virtual volumes
presented to the host, one as Data volume and the other as Log volume for SQL
Server.

| " Attach Databases [l]il. o |I:||5|
Selectapage [N 5 Sorpt [ Help
|| 2 General
Databases to attach:
I MDF File Location Database ... I Altach Az I Owiner I Statuz I Meszage I
| G:ATestDB. mf _o| TestDB TestDB 930726..
Add... Bemave |

"TestDB" database details:

Original File Mame J Filz Type | Current File Path Meszage |

Er— [ [T —
T TestDE.Idf Log F:\TestDB.Idf
Server: Eanc
localhosts
Connhection:

9307863E 5Va Administrator

S_'i! “igw connection properties

P ”
R —— e e
1 Fieady

oK I Cancel |

Y

Step 1: Configuring
SANWatch

Go to SANWatch Home > Device sidebar > Device List > device name > Data
Hosts > Tasks corner.

(£ Device List

Default Group

S DS 3024
-2} Logical Volumes

j 350 cache pool

g DIIVES

-y Channels

Data Hosts

-] Schedules m .
= >

Click DB Flush Agent.
r DB Flush Agent
Configure the database flush setting of a host with an agent.

Select a data host for configuring database flush, and click Next.
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Host Name IP Address

PC152 172.27.112.60

Next

Click Add. A configuration prompt will appear.

DB Type: |SQL Server v |
DB Server Mame: |1,‘r‘2 27.112.60 |
Listen Port 11433 |
DB MName: |1951DE| |
DB Administrator: |Sa |
Password: | .............. |

Flush Operation: Enable ¥
> | |

Configure the parameters, click OK, and wait for the configuring progress to
complete.

Connecting to the database ...

[ —
8%  Completed

0K

>

Open SANWatch Manager and create snapshot schedule.

Parameters

DB Type Select the database type from Oracle, SQL, and MS
Exchange.

DB Server Name  Shows the IP address of the in-band server.

Listen Port Specifies the database listen port. A default value is given.
DB Name Specifies the name of the database.

DB Specifies the name of the database administrator. A default
Administrator value is given.

Password Specifies the password for the database administrator.

Flush Operation  Flushes the database when a snapshot image is taken.
For this procedure, you need to enable (check) this option.

Step 2: Rollback
Snapshot Images

Here we assume that the database has been corrupted and we need to recover
the database to a certain point.
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Stop the database service. In Microsoft SQL server, right-click and select Stop.

= B 10.0.1 ;
[ Dakabs Connect. .. C
[ Securik ] i
B s Disconneck [
4 Replica Reaister. .. [
[ Manag [
L% s0L 54 [ew Quety [
Activity Manitar L
|

Skart

Skop

Pause

In the SANWatch Manager, unmap the database volume.

Refer to the "Recovering Source Volume from a Snapshot (Rollback)" section
for more information.
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Creating a Volume Copy from a Snapshot Image

To create a volume copy, you must have at least one snapshot image ready.

Go to EonStor DS subsystems: SANWatch Home > Device sidebar > Device List >
device name > Logical Volumes > LV name > Partitions > partition name >
Tasks corner
ESVA subsystems: SANWatch Home > Pool sidebar > Pool List > Virtual
Volumes > LV name > Tasks corner

ElDevice List Default Group
e D5 3016(FC 8G)
E‘Ej Logical Valumes == )
- EE L Logical valurme 1 B PoolList
- 2] Logical Drives E"_ aoc
o B Logical Drive 1 E[ Pool Elements
- Logical Drive 3 E‘I_] Virtual Volumes
E'H Paritions . B virtual Volume 1
Bparttion 1 or e > RESL
Steps Click Snapshot in the Tasks corner.

= =14 Snapshot
' Take snapshots of this partition, view the profiles of snapshat images, and run

snapshat-related operations.

Click Next, check the box next to the snapshot image ID, and click Volume
Copy.

[~ Index o Snapshot image ID -

Next v 1 BCERYFABT4B2ERRR ¥olume Co
> I EN Py

Follow the instructions.
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Taking Backup of Snapshot Images

Here are three ways to take backups of snapshot images using tape storage
and/or Volume Copy/Mirror functions described later in this manual.

Using Tape Backup  Snapshots are saved to tape media during system low time.

-

{Sourc Snapshots
Logic;._é_l 1
part. I E July 09, 0230
q %% July 10, 0310
— o July 12, 0150

Using Volume Copy After snapshot images are taken, they are copied to another location using the
Volume Copy function.

Logical | LTarget
ogica July 08, 0230 an® - _—
part. ’ gent® » oY Logical
_—— a suly 10,0310% * \IO\“‘“E ¢ part.
—p Em,—u,msﬂ
Snapshot
as
source
Using Snapshots can be saved (mirrored) to a remote location using the
Asynchronous Asynchronous Mirror function. Other backup methods, such as tape media, can
Mirror be used in the remote site.
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Completion time

\\s°urce]lllllllllllllllllllll' {Target Sna::hots
e Async. Mirror I
Logical Log|ca| . July 08, 0230
part. part.
v
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Working with Schedules

[E. Device List Name < LV Name Type ~ Last Run = Last Result = Next Run =

: DefaullGroup| g pjodia Scan Sch.. Media Scan Thu, Oct0 07...  — Thu, Oct20 07-...
Sl DS 3024
E- ij Logical Volumes

4l 550 cache pool
w Drives

& Channels

Data Hosts
) schedules

ﬁ Media Scan Sch. - Media Scan Thu, Oct 06 07:. - Thu, Cct2007:.

Create Schedule Delete Schedule
Schedule a task for a data host so that it runs Remove an existing scheduled task.

automatically in subsystems.

) Backup / Restore
% S DA 9 Backup or restore schedule settings to or from a data

Edit the parameters of an existing scheduled task. host

This chapter describes how to create a scheduled task (snapshot, volume mirror) and backup or restore
schedule settings.
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Viewing Schedules

Go to

SANWatch Home > Device sidebar > Device List > device name > Schedules

[£. Device List

Default Group

- DS 3024

E‘E_i Logical Volumes
&£ Logical Volume 1
Ej Logical Volume 2

! S50 cache pool

g DrivVEs

-y Channels

) Data Hosts

5] Schedules

View

The list of scheduled tasks will appear in the Schedule list corner.

Erhadule

Name «

F=R Media Scan Schedule 1
FER Media Scan Schedule 2
FEf Media Scan Schedule 2

FEf Mew Schedule 1

LV Hame a Type »~

- Media Scan

- Media Scan

- Media Scan

Logical Volume 1(78C15... Take Snapshot, Interval

Parameters

Name

Shows the name of the scheduled task.

LV Name (or Pool
Name)

Shows the name of logical volume (for EonStor DS
subsystems) or pool (for ESVA subsystems) where the
scheduled task is executed.

Type Shows the type of the task (Snapshot, Volume Mirror,
Remote Replication, and Tiered Migration) and
associated parameters.

Last Run Shows the previous date and time when the scheduled
task was executed.

Last Result Shows the result of the last execution of the scheduled
task.

Next Run Shows the next date and time when the scheduled

task will be executed.
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Creating Schedules: General Rules

Go to

SANWatch Home > Device sidebar > Device List > device name > Schedules >
Tasks corner

(T Bevice

[§. Device List

Default Group

e DS 3024

= Logical Volumes

£ | Logical Valume 1
__fLUg\caIVUIume 2
j $8D cache pool

] Schedules > BELLY

Steps

Click Create Schedule in the Tasks corner.

% Create Schedule

Schedule atask for a data host so that it runs automatically in subsystems.

Select the schedule option.
Create Schedule

Selectthe type of scheduled task you want to add.

# Snapshot
Valume Mirrar
Create a Tiered Migration Schedule

Media Scan

Changing the IP
Address

Scheduled asynchronous volume mirror will fail If the remote IP (host server IP
for In-band or subsystem IP for out-of-band) changes between (a) and (b).

» (@) When the volume pair is created
» (b) When the scheduled async volume mirror begins

It is best if you can keep the IP address fixed after creating the volume pair, but
if you need to change it, follow these steps.

Restart SANWatch.

Re-discover the new IP address or add it manually.

Open SANWatch Manager from the subsystem with the updated IP address.
Remove the existing schedule.

Sync/async the volume pair to fix the broken link due to the changed IP
address.

6. Create a new schedule with the updated IP address.

o~ wDNE

You can change the remote IP from the firmware (LCD menu or text
interface) after creating a volume mirror (remote replication) pair. Note that if
you do this, the remote pair will be broken. In order to remove a broken pai,
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you must first unassign the target in SANWatch.

Changing the remote IP after creating a remote replication pair is not
allowed in SANWatch. If you wish to change the IP, you need to first
un-assign the target volume of the remote replication pair. After changing the
IP, you can safely re-assign the pair by syncing/asyncing it manually.
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Taking Snapshots by Schedule

Notes » The interval between two snapshots must be 10 minutes or longer.
» If a snapshot taking process takes longer than the interval, the next snapshot
will be abandoned and the first snapshot will be completed instead.
» If multiple schedules take place at the same time, both schedules will fail.

Go to EonStor DS subsystems: SANWatch Home > Device sidebar > Device List >

device name > Schedules

ESVA subsystems: SANWatch Home > Pool sidebar > Pool List > pool name >

Schedules
(&L Device List Default Group
= & DS S16E-R2251
E‘Ej Logical Volumes
EEj Laogical Volume 1
= § ] Logical Drives
=B Partitions [ Pool List
B Partition 1 2 poolt
g Drives #El pool Elements
T Channels # Bl vinual olumes
18] Data Hosts 5 Schedules
-8 schedules or |®Broo2 PO Tasks |
Steps Click Create Schedule in the Tasks corner.

Create Schedule
Schedule atask for a data host sothat it runs automatically in subsystems.

Select Snapshot and click Next.

Create Schedule

Selectthe type of scheduled task vou want to add.

i+ Snapshaot

Check the box next to the device that contains the partition(s) (for EonStor DS
subsystems) or virtual volume(s) (for ESVA subsystems) you wish to take

shapshots of and click Next.

Create Schedule

Select the devices ta take snapshat schedules.

Device Name

Device ID

I

000D

Select partition(s) or virtual volume(s), and click on Next.
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Create Schedule

Configure the target of the scheduled task.

Partition Naime
¥ Padition 2
v FParitian 1

¥ Padition &

Partition ID
GESF58061EFF96F 3
SETDZD2C29356F02

1920D10F47E9E3E1

Enter your schedule parameters.

Schedule Mame:

|New Schedule 1

Source: Fartition 2 (565F 52061 EFFOEF3), Partition 1 (SB7D20D2C29356F 02), Fartition & (192001 0F 47ESE3E]
Start Diate: 01112013 :ﬁ End Date: (017112013 :ﬁl- Repeat

i Daily

" Recurring Days of Week [~ Sun[™ Mon [~ Tue [~ Wed [~ Thu[~ Fri[~ Sat

= Recurting Days of Month [ Set Days
Start Tirme: 3 R13E =l End Time | 23 =59 =

¥ Once
Prune Rule: * Purge Snapshot Images By Retention Period

Parameters Schedule Enter a name for the snapshot schedule.
Name
Source Shows the selected source for snapshot.
Start/End Specifies the duration of this schedule. To configure, click the
Date part you want to configure (for example the year). If there is no
stop date, check the Repeat box.
Daily / Specifies the recurrence of this schedule.
Recurring )
Week Day / Daily
Recurring Check the Daily checkbox. The scheduled task will be executed
Days of every day.
Month & Daily
Weekly

Check on which day the scheduled task will be executed.

& Recurring Days of Week I~ Sun¥ Mon [~ Tue[” Wed ¥ Thu ™ Fri[~ Sat

Monthly
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Click Set Days.

& Recurring Days of Month [ Set Days

Select the days of each month on which the scheduled task will
be executed.

Selectthe days in each month when the scheduled task is activated.

T Cz2 #P3 T4 T8 6 CF T8 T3 C1o
11 T2 P13 14 15 D16 17 18 [£19 [T 20
[M21 MN22 D23 M24 N25 26 W27 028 29 30
3

[ 0K ] [ Cancel ]

Start / End Specifies the starting and ending hour/minute of the scheduled
Time task.

Start Time: [15 ~l|49 =l
End Time|23 L|3|59 LI

Configure the interval (frequency) using the drop-down list.

If you execute the task only once, check the Take Once box. The
task will be executed on the Start Time.

Start Time: 15 |49 =l

V¥ Take Once

Prune rule Specifies the amount (Snapshot Image Count) or period
(Retention Period) of snapshots that will be stored in the system.

Frune Rule: * Purge Snapshot Images By Retention Period

Keep images for the following period:

= Purge Snapshot Images By Image Count
Keep images within the following number; fala]

Click Next when done and confirm summary settings and click
OK.

378



Working with Schedules

Summary
Confirm the summary of the created schedule.

Schedule Type: Snapshot
Selected Target: Partition 2
Schedule Settings:

Name: MNew Schedule 1

Start Date: 2014/8/5

End Date: 2014/8/5

Repeat: Daily

Start Time: 11:38

End Time: -

Once: Yes

Backup: -

Prune Rule: By Retention Period:7 Weeks

The snapshot schedule should appear in the Schedule List area.

Name - LV Name

=) New Schedule 1 Logical Volume 1 (78C15...

Exporting/Importi  Click the Help icon at the top-right corner and look for "Backing Up or Restoring
ng Scheduled Schedule Settings."
Backup Tasks
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Creating Volume Mirror by Schedule

Note At least one volume mirror pair must exist to create a volume mirror schedule
task. Go to SANWatch Home > Device sidebar > Device List, click the Help icon
at the top-right corner, and look for "Creating a Volume Mirror" for more
information about volume mirror.

Go to EonStor DS subsystems: SANWatch Home > Device sidebar > Device List >
device name > Schedules > Tasks corner
ESVA subsystems: SANWatch Home > Pool sidebar > Pool List > pool name >
Schedules > Tasks corner
EDevice List

= e DS 301 6(FC 8G)

":_E.Irugical\-folumes 3.P°°| List

:_E Logical wolume 1 =] b Fool 1
o

Default Group

| Pool Elements
W Channels B B virual Volumes
-5 Data Hosts 5] Schedules

- Schedules or & pool z Wl Tasks |

Steps Click Create Schedule in the Tasks corner.
Create Schedule
Schedule a task for a data host so that it runs automstically in subsystems.

The list of tasks will appear. Check Volume Mirror and click Next.
Create Schedule

Selectthe type of scheduled task you want to add.

Snapshot
& Volume Mirrar
Create a Tiered Migration Schedule

Media Scan

The list of volume mirror pairs will appear. Select a pair and click Next.

You may locate the sync point inside the target volume.

¥ Configure the sync pointinside the target volurme target snapshot).

- Awvailable Yolume Mirror Pairs

Name « Type = Priority

¥ Remotehirror 2 — (Volume Set Lost) High

The schedule parameters will appear.
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Create Schedule

Schedule Settings

Configure the schedule parameters. -

Schedule MName: Schedule 1

Start Date 03/26/2013 i End Date: | 03/26/2013 i Repeat
O Daily
= Recurring Days of Week [~ Sun™ Mon [T Tue [T Wed [T Thu T Fri[~ Sat

@ Recurring Days of Manth

StartTime: 15 ff® 2 emmme[z  Hfw
¥ Take Once
Frune Rule: & Purge Snapshot Images By Retention Period
Keep images for the following period:

= Purge Snapshot Images By Image Count

Step 3of 4

Keep images within the following nurmber: 1024

[ Back ] [ Next ] [ Cancel

Parameters Name

Enter the name of the scheduled task.

Schedule Mame: Schedule 1

Start/End Date

Specifies the duration of this schedule. To configure, click
the calendar icon and select the date.

3/26/2013 En

(] March 2013 (]

50 Mo Tu We Th Fr Sa ~

3 4 5 6 T 8 9
0 M 12 13 14 15 16
17 18 18] 20 21 22| 23
24 25 26 27 25 29 30
M ’

e =T TS L= e s

If there is no end date, check the Repeat box.

Daily / Recurring
Week Day /
Recurring Days
of Month

Specifies the recurrence of this schedule.
Daily

Check the Daily checkbox. The scheduled task will be
executed every day.
& Daily

Weekly

Check on which day the scheduled task will be executed.
{* Recurring Days of YWeek I~ Sun ¥ Mon ™~ Tue [~ Wed W Thu~ Fril~ Sat
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Monthly

Click Set Days.

& Recurring Days of Month [ Set Days

Select the days of each month on which the scheduled task
will be executed.

Selectthe days in each month when the scheduled task is activated.

M1 M2 B3 M4 M5 M6 07 M8 M9 10
M1 12 P13 14 15 16 17 7018 719 720
[M21 [M22 [M23 [N24 [M25 [M26 27 128 [729 [730
M

[ 0K ] [ Cancel ]

Start Time / End  Specifies the starting and ending hour/minute of the
Time scheduled task.

Start Time: 15 x| =l

End Time | 23 j; =] ﬂ

Configure the interval (frequency) using the drop-down list.

Backup Every| 1 Hour j

If you execute the task only once, check the Take Once
box. The task will be executed on the Start Time.

Start Time: 15 x||43 =l
¥ Take Once

Click Next. The summary of the scheduled task will appear.

Create Schedule

Summary
Confirrm the sumrmaty of the created schedule

Schedule Type: Snapshot
Selected Target: wirtual Volume 2
Schedule Settings:

Mame: Schedule 1

Start Date: 201 30326

End Date: 201 303026

Repeat: daily

Start Time: 14:49

End Time

Take Once: Yes

Backup:

Prune Rule: time:7 Weeks

Click OK. The scheduled task will appear in the list.
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Name Twvpe

=] Schedule Take 51, Interval

Changing the IP
Address

Scheduled asynchronous volume mirror will fail If the remote IP (host server IP
for In-band or subsystem IP for out-of-band) changes between (a) and (b).

» (a) When the volume pair is created
» (b) When the scheduled async volume mirror begins

It is best if you can keep the IP address fixed after creating the volume pair, but
if you need to change it, follow these steps.

Restart SANWatch.

Re-discover the new IP address or add it manually.

Open SANWatch Manager from the subsystem with the updated IP address.
Remove the existing schedule.

Sync/async the volume pair to fix the broken link due to the changed IP
address.

6. Create a new schedule with the updated IP address.

ok wbdeE

You can change the remote IP from the firmware (LCD menu or text
interface) after creating a volume mirror (remote replication) pair. Note that if
you do this, the remote pair will be broken. In order to remove a broken pair,
you must first unassign the target in SANWatch.

Changing the remote IP after creating a remote replication pair is not
allowed in SANWatch. If you wish to change the IP, you need to first
un-assign the target volume of the remote replication pair. After changing the

IP, you can safely re-assign the pair by syncing/asyncing it manually.
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Creating Data Migration by Schedule (ESVA subsystems only)

This feature is different from tiered data migration, of which the purpose is to
adjust the capacity ratio in a multi-tiered virtual volume according to the tier ratio
settings.

The Data Migration feature helps with automatic data migration between pool
elements after the pool is expanded or shrunk.

Go to

SANWatch Home > Pool sidebar > Pool List > pool name > Schedules > Tasks
corner

5 Pool List

=B poolt
= ElPoal Elements

- Elwirual volurmes

Schedules

Ellevolz > iy

Scheduling Data
Migration

Click Create Schedule in the Tasks corner.
Create Schedule
Scheduls atask for & data host sothat it runs sutomstically in subsystems.

Select Data Migration and click Next.
Select the type of scheduled task you want to add.

#» Snapshot
Yaolume Mirrar
Data Migration

Create a Tiered Migration Schedule

Highlight the pool in migration list and click Next.

Name « IDw Size = Available - Progress « Status «

Fool 2 SE18CEA4BOFDIAED 559.49 GB 557.1 GB Data migrating paused (1%) on-line

Configure the schedule and click OK.
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Create Schedule

Schedule Settings

Configure the schedule parameters. -

Schedule Marme: l:l
Start Date: 04/08/2013 e End Date: | 04/08/2013 T Repeat

* Daily
" Recurring Days of Week I~ Sun ™ Mon [T Tue [~ Wed [~ Thu [~ Fri[~ Sat

" Recurring Days of Month [ Set Days
Friority

Step 3 of 4

[ Back ] [ Next l [ Cancel

The summary will appear. Confirm and click OK.

Schedule Type:

Select Target:

Schedule Settings:
Marme:
Start Date:
End Date:
Fepeat:
Start Time:
Priority:

Crata Migration Priority
Faoal 2

Schedulel
2013478
20130408
28

1437
Medium

The new schedule will appear.

Scheduling
Parameters

Start/Stop Date

Specifies the duration of this schedule. To configure, click
the part you want to configure (for example the year) and
use the Up/Down arrow buttons. If there is no stop date,
check the Repeat box.

Daily / Recurring

Specifies the recurrence of this schedule.

Week Day /

Recurring Days

of Month

Start Time Specifies the starting time of the migration task.
Migration Specifies the amount (Snapshot Image Count) or period
Priority (Snapshot Image Time) of snapshots that will be stored in

the system.
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Creating Tiered Data Migration by Schedule

This feature only works when one or more logical volumes or pools that reside in
multiple tiers exist in the subsystem.

Go to EonStor DS subsystems: SANWatch Home > Device sidebar > Device List >
device name > Schedules > Tasks corner
ESVA subsystems: SANWatch Home > Pool sidebar > Pool List > pool name >
Schedules > Tasks corner

PDay -
EDE‘”CE List Diefautt Groug
b= DS 3016(FC 863

E:j Logical Yolumes _55 Pool List

B-= | Logical Volurme 1 B P Pool 1

o Drives #El Pool Elements

W Channels ¥ Edvirtual Volumes

Q Data Hasts @ Schedules

= Schedules or B pooi2 > BELLER
Steps Click Create Schedule in the Tasks corner.

Create Schedule
Schedule a task for a data host zo that it runs automatically in subsystems.

The list of tasks will appear. Check Create a Tiered Migration Schedule and click
Next.
Selectthe type of scheduled task you want to add.

Snapshot
Valume Mirror
# Create a Tiered Migration Schedule

Media Scan

The list of tiered logical volumes or pools will appear. Select one of them and
click Next.

Selectthe logical volume for the scheduled tiered migration task.

Name - ID -

Logical Volume 1 TG2FAFGB148BFADT

The schedule parameters will appear.
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Create Schedule

Configure the schedule parameters. -

Schedule Name: MNew Schedule 1
Source; Partition 1 (47CF54A26690F342), Parition 3 (1FF9BBTT4AG4BCD4), Partition 2 (2758F1817TDCBEDGC)
Start Date | End Date: | Repeat
= Daily
Recurring Days of Week Sun|_|Mon| | Tue| |Wed| |Thul_ |Fri|_|Sat
Recurring Days of fortnight Sun| |Mon| |Tue| |Wed| |Thu| |Fri| |Sat
Recurring Days of Month
Start Time: | 15 r |:|52 v |
Pricriy
Parameters Schedule Name Enter the name of the scheduled task.
Schedule Mame: Schedule 1
Start/End Date Specifies the duration of this schedule. To configure, click
the calendar icon and select the date.
En
4] March 2013 0

Su Mo Tu We Th Fr Sa &

3 4 5 & T & %
0 M| 12 13 14 15 16
17 18/ 19 20 21 22 23
24 25 26| 27 28 29 30 [
M !

L= = T T ey PR T T

If there is no end date, check the Repeat box.

End Date: |03/25/2013 |_||7 Repeat

Daily / Recurring Specifies the recurrence of this schedule.
Week Day /
Recurring Days of
Month

Daily

Check the Daily checkbox. The scheduled task will be
executed every day.
= Daily

Weekly

Check on which day the scheduled task will be executed.
& Recurring Days of¥Week I~ Sun ™ Mon ™ Tue[” Wed ¥ Thu ™ Fri[~ Sat
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Monthly

Click Set Days.

@ Recurting Days of Month [ Set Days

Select the days of each month on which the scheduled
task will be executed.

Selectthe days in each manth when the scheduled task is activated.

T rz #P3 D4 Cs 06 COF T8 [£8 [C10
C1 C12 P13 D14 [T1a D16 17 18 [T19 [T 20
FonC2rarCfdaCxsCxw 7w O30

a1
[ 0K ] [ Cancel
Start Time / End Specifies the starting and ending hour/minute of the
Time scheduled task.

Start Time: |15 ;I:|49 ;l
End Tirne | 23 ;I: | 59 ;l

Configure the interval (frequency) using the drop-down
list.

If you execute the task only once, check the Take Once
box. The task will be executed on the Start Time.

Start Time: 15 RAEE =l

¥ Take Once

Click Next. The summary of the scheduled task will appear.

Create Schedule

Summary
Confirm the summary of the created schedule.

Schedule Type: Snapshot
Selected Target: Wirtual vWolume 2
Schedule Settings:

Marne: Schedule 1

Start Date: 20137326

End Date: 20137326

Repeat: daily

Start Time: 15:49

End Time: -

Take Once: es

Backup: --

Prune Rule: time: T Weeks
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Click OK. The scheduled task will appear in the list.

Name Type

FE Schedulet Take 51, Interval
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Scanning Disk Drives by Schedule (EonStor DS subsystems only)

Go to

SANWatch Home > Device sidebar > Device List > device name > Schedules >
Tasks corner
EDevice List

= ke DS 3016(FC 85)
Logical Yolumes
£ | Logical volume 1

Default Group

-~ Channels
<5 Data Hosts

EE] Schedules -> m

Steps

Click Create Schedule in the Tasks corner.
Create Schedule
Schedule a task for & data host 2o that it runs automatically inosubsystems.

The list of tasks will appear. Check Media Scan and click Next.
Create Schedule

Selectthe type of scheduled task you want to add.

Snapshot
Yolume Mirror
Create a Tiered Migration Schedule

# Nledia Scan

The front view of the device will appear. Select the drives that will be scanned.

Destination Type |Select Member Drives of Logical Drive ¥ |
RAID
@ ) ® ] Slot Size
— — — —
@ ® ® @ <1 36378
— — — —
® ® @ @ v 2 3.63TB
— — — —
N N . 3 363TB
L] L] (] e
L L i s 4 3.63TB
L] L] (] (]
| —| [—— e | | # 5 36378
e L] e e
— — — — rili 363TB
7 353 TB .

» Select Member Drives of a Logical Drive: Click a drive that belongs to a
logical drive in the front panel, and all member drives (including local spare
drives) for that logical drive will be selected.

» Select All Logical Drives: All drives that are members of logical drives will be
selected.

» All Global / Enclosure Spare Drives: Only global / enclosure spare drives will
be selected.

» All Assigned Drives: All drives that are part of a logical drive (or pool
element), logical volume (or pool), and partition (or virtual volume) will be
selected.
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» All Eligible Drives: All healthy drives, whether a part of a logical drive or not,
will be selected.

Click Next. The schedule parameters will appear.
Create Schedule

Configure the schedule parameters.

Controller time: 2014-8-6 11:50:20

Start Date: 08062014 |

Start Time: |n v |;|g v |
Options Execute on Controller Initialization

Execute on All Target Elements at Once

Priority | Normal v
Parameters Start Date/ Specifies the start date, start time, and period of this schedule.
Start Time
/ Period
Options Choose whether to scan:

» When the controller gets initialized

» All drives at once (if you choose the priority as high, scanning
will be executed rapidly but the system performance may be
affected)

Options [~ Execute on Controller Initialization
I~ Execute on All Target Elements at Once

Priority| High Ll

Click Next. The summary of the scheduled task will appear.

Create Schedule

Summary
Confirm the summary of the created schedule.

Schedule Type: Media Scan
Select Target: Select Member Dirives of Logical Drive
Schedule Settings:
Start Date: 2014/8/6
Start Time: 00:00
Scan Every: Execution Once
Options:

Execute on Controller Init. . Mo
Execute on All TargetEle . Mo
Pririty: Mormal
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Click OK. The scheduled task will appear in the list.
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Editing/Deleting Schedules

SANWatch Home > Device sidebar > Device List > device name > Schedules >

Tasks corner

[E Device List

Default Group

& DS 3024

E‘Ej Logical Volumes
E-E} Logical Volume 1
Ej Logical Yolume 2

g DivVes
Ty Channels
-5 Data Hosts
- Schedules

-8l SSD cache pool

> L

Editing a Schedule

Click Edit/View Schedule in the Tasks corner.

«, EditView Schedule
S Editthe parameters of an existing scheduled task.

The list of scheduled task will appear. Highlight the task to be edited and click

Next.

For media scan related scheduled tasks, you are only allowed to click View to
view their summary information.

Selectthe scheduled task -

Schedule Hame LV Name Type
Media Scan Schedule 3 = Media Scan
Mew Schedule 1 Logical Volume 1 (SAFDEYSE3FTFCBD1) Take Snapshot, Interval

The schedule parameters will appear. They are the same as those you configured
while creating the schedule task. Reconfigure them and click Next.

Schedule Mame:

|New Schedule 1 |

Source: Partition 2 (665F 58061 EFFY6F3), Partition 1 (5BT7D2D2C29356F02), Partition 6 (192001 0F47EYE3ET)
Start Date: 01/11/2013 ] End Date: |01/11/2013 | 7 Repeat
* Daily
" Recurting Days of Week [~ Sun[~ Mon [~ Tue [~ Wed [~ Thu[~ Fri[~ Sat
= Recurting Days of Month
Start Tims: E EE =l EndTime[23 =l =
¥ Once
Frune Rule: * Purge Snapshot lmages By Retention Period

The summary of the scheduled task will appear.
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Summary

Confirm the summary of the created schedule.

Schedule Type:

Selected Target:

Schedule Settings:
Name:
Start Date:
End Date:
Repeat:
Start Time:
End Time:
Once:
Backup:
Prune Rule:

Snapshot
Partition 2

Mew Schedule 1
2014/8/5
2014/8/5

Daily

1138

Yes

By Retention Period:7 Weeks

Click OK and Close. The scheduled task will reappear in the list.

Hame «

FEf Mew Schedule 1

LV Name

Logical Volume 1(78C15...

Deleting a
Scheduled Task

Click Delete Schedule in the Tasks corner.

Delete Schedule
Remove an existing scheduled task.

The list of scheduled task will appear. Highlight the task to be deleted and click

Delete.

Delete Schedule

¥ Schedule Hame

Type

W Schedulet

Take 5, Interval

[ Delete ] [ Close

The scheduled task will be removed from the list.

crhadula [is

Name «

LV Name a
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Backing Up or Restoring Schedule Settings

You may save the schedule settings to a local file, or import an existing settings
into your subsystem. This feature is useful for moving your RAID environment
from one subsystem (or controller) to another.

To use this feature:

Your SANWatch must be connected to the subsystem via in-band
connection.

At least one backup schedule (snapshot or mirror) must exist.

Go to EonStor DS subsystems: SANWatch Home > Device sidebar > Device List >
device name > Schedules
ESVA subsystems: SANWatch Home > Pool sidebar > Pool List > pool name >
Schedules
lf—\—DE\"ice List Detault Group
e DS 301 6FC 86)
Ej Logical Volumes 7 Pool List
== Lagical Volume 1 B l, Foal 1
# El Pool Elements
T Channels #-Elvinual volumes
5] Data Hosts 5 Schedules
B schedules or |#EPoo2 O Tasks |
Backing up Click Backup in the Tasks corner.
Settings Backun f Restore
9 Backup or restore schedule seftings to or from & data host.
The list of available hosts will appear. Highlight the host and click OK.
Backup
Selectthe data host for backing up the schedule settings.
‘Host Name IP Address
| Management Host 172.28.10.110

The settings of scheduled tasks will be exported as a zip file and downloaded to
your computer.

1 schedule_setting_172.28.10.110zip

Restoring Settings  Click Restore in the Tasks corner.
Backup ! Restore
ﬁ Backup or restore schedule seftings to or from & data host.

The list of available hosts will appear. Highlight the host and click Browse.
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Restore

Select the data hostthat contains the schedule settings and then restore them.

Host Name IP Address

Management Host 172.28.10.110

Select the settings file (*.zip) from a local folder. The settings will be uploaded
and restored on the selected host.

Note

The configuration data is in a proprietary format and is packed in zip format
(*.zip). When you import a configuration data, do not unpack the zip file — select
the original zip file and import it.
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Appendix

TCP/IP and UDP Port Assignments

Use these ports if you manually configure secure access to SANWatch.
Contact your network administrators if management access needs to span
across protected networks.

Software 58630 SSL port for connecting RAID subsystem
58632 Non-SSL port for connecting RAID subsystem
58641 Port for receiving automatic discovery responses
8818 Port for SANWatch
Management Host 58634 Port for receiving requests from the Notification Manager
Agent
58635 Port for redundant configurations when synchronizing
Management Host Agent
58641 Port for receiving automatic discovery responses
58699 Port for receiving requests for portal access to SANWatch
In-Band Data Host 58630 SSL port for a console to connect to Data Host Agent
Agent
58632 Non-SSL port for a console to connect to Data Host Agent
58640 Port for receiving automatic discovery requests.
VSS Agent 58650 Port for receiving VSS requests.
MPIO Agent 58670 Port for receiving MPIO requests.
UDP Port 58640 Should be enabled for all modules
Assignments
58641 Should be enabled for all modules
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